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Abstract. Given that applications and services for evolving mobile ad hoc net-
works (MANETs) have diverse quality of service requirements in a similar 
fashion to fixed networks, this paper proposes a proportional service differen-
tiation (PSD) model. This model is highly scalable and simple to adopt in 
MANETs because it does not require explicit admission control or maintenance 
of state information in any intermediate node. It relies instead on localized 
scheduling and buffer management to achieve a desired global objective. Moti-
vated by this aspect of the PSD model, we propose to combine it with a loca-
tion-based forwarding strategy as a way to facilitate cross-layer optimization. 
This association is performed with a view to improve end-to-end service differ-
entiation, although no other explicit mechanisms are used to achieve end-to-end  
guarantees. This model takes also into consideration the time-varying nature of 
available bandwidth in MANETs, and tries to calculate it dynamically. Simula-
tion results confirm the per-hop performance improvement. 

1   Introduction 

The emergence of diversified multimedia applications requires that mobile ad hoc 
networks (MANETs) are augmented with service differentiation mechanisms, so that 
certain applications/services and users can possibly benefit from better quality of 
service (QoS) [2][3][5]. Service differentiation enables categorization of traffic into a 
set of classes to which network nodes provide priority-based treatment. Although 
service differentiation can be absolute or relative in nature [16], relative differentia-
tion is preferred in ad hoc networks given that random node mobility, bandwidth and 
energy constrained operation and the unpredictable behavior of radio channels require 
a cost-effective solution [5][6]. In addition, absolute differentiation requires sophisti-
cated admission control and resource reservation mechanisms, which are difficult to 
achieve in highly dynamic ad hoc networks. A relative differentiation mechanism that 
supports a small number of service classes is simpler in terms of implementation, 
deployment and manageability [7]. However, relative service differentiation (RSD) 
can only provide weak guarantees, which do not always address the requirements of 



applications [8]. In the case of RSD, there is no absolute guarantee that high-priority 
classes will perform better than lower-priority ones, and this varies depending on the 
load of each class. In order to tackle this problem, recent research studies have aimed 
to strengthen the service assurance provided by RSD without incurring much addi-
tional complexity. The proportional service differentiation (PSD) model is the result 
of such studies, and defines a service model with no admission control or an explicit 
resource reservation mechanism [7][8]. It supports a certain number of service classes 
relatively ordered in terms of loss rate or average queuing delay and the ratios of 
those QoS metrics between successive priority classes remain roughly constant, irre-
spective of network load [7], [8], [9], [10], [11], [12]. The PSD model exhibits con-
trollability and predictability, which make it different from RSD [7].  

Service differentiation at MAC-level in terms of prioritized access to the common 
wireless medium using the DCF-based operation of IEEE 802.11 a/b has been pro-
posed in the literature [3], [4]. Although our work does not address such MAC-level 
differentiation, it considers the fact that the wireless channel in MANETs is a shared-
access medium in which the available bandwidth varies with the number of hosts 
contending for access [15]. Hence, our work adopts an approach of determining the 
effective bandwidth dynamically, and this is important for arriving at a service rate 
allocation among the different service classes. At the network level, we consider only 
per-hop service differentiation with the understanding that the adoption of such local-
ized behavior at each node will result in end-to-end service differentiation. The latter 
is facilitated by our forwarder-node selection strategy that identifies and routes pack-
ets along non-overloaded mobile nodes (MNs). With the adoption of effective band-
width calculation mechanism and our forwarder-node selection algorithm, the pro-
posed model attempts to alleviate two major challenges in mobile ad hoc networks; i) 
fluctuating bandwidth at each node, and ii) topology changes due to mobility. 

The rest of this paper is organized as follows. After providing the description of 
the problem statement in the next subsection, previous work on MANET quality of 
service and proportional service differentiation is reviewed in section 2. Section 3 
presents our model and section 4 evaluates it through simulations. Finally, section 5 
concludes the paper and points to future work.   

1.1   Problem Statement 

The proposed model ensures proportional service differentiation over multiple QoS 
metrics (packet loss rate and queuing delay) among classes at a mobile ad hoc node 
(i.e. single-hop only). Hence, the problem is to develop scheduling (service rate allo-
cation) and buffering management policies that each node can use to service multiple 
competing classes in order to satisfy the QoS and system constraints such as maxi-
mum available buffer size and time-varying link capacity at each node. The service 
rate allocation can thus be viewed as an optimization problem performed in a distrib-
uted fashion and subject to the above QoS and system constraints. 



2   Previous Work 

2.1   Service Differentiation in MANETs 

Service differentiation in MANETs has originally focused on MAC design, especially 
tailored to the IEEE 802.11 DCF-based operation [2], [3].  Service differentiation is 
achieved by setting different values for the lower and upper bounds of contention 
windows for different service classes. There is however, no explicit guarantee of the 
level of service differentiation. Due to this reason, although such MAC-level differ-
entiation is beneficial, strong per-hop class differentiation is possible through the 
adoption of PSD model as described in this paper. More recently, network-level ser-
vice differentiation was addressed in MANETs, with a stateless QoS framework that 
uses rate control for best-effort traffic and source-based admission control for real-
time traffic [4]. This model is called SWAN (service differentiation in stateless wire-
less ad hoc networks) and any source can admit its own flow based on sending prob-
ing-requests towards a destination. Although this approach claims to be stateless, 
intermediate nodes may be required to remember whether the flows that traverse them 
are new or old in order to regulate traffic [4]. In addition, source-based admission 
control using probing-packets is unrealistic in a dynamic environment like MANETs, 
as conditions and network topology tend to change fairly frequently. Bandwidth cal-
culations do not take best-effort traffic into consideration, and hence may lead to a 
false estimation of the available bandwidth. 
Very recently, relative bandwidth service differentiation was proposed in [5]. The 
service profile for a traffic flow is defined as a relative target rate, which is a fraction 
of the effective link capacity of nodes. This flow-based (as opposed to class-based) 
approach is ambiguous and unrealistic as service profiles are arbitrarily assigned to 
flows. It does not show how a target rate for a particular flow is arrived at in any node 
and passed to other nodes along a specific route. This approach has an important 
drawback, which becomes clear mainly in shorter timescales, unless these target rates 
are adjusted dynamically based on performance measurements. The reason for this 
behavior is that the service quality in each class depends on the short-term relation-
ship between the allocated services to a class and the arriving load in that class [7]. 
As a result, a higher class can often provide worse QoS than lower classes, invalidat-
ing the main premise of relative service differentiation. 
Another work on proportional differentiation considered mainly delay differentiation 
in a WLAN environment [6]. However, our approach attempts for the first time to 
support both proportional loss and delay differentiation in a dynamic environment 
such as an ad hoc network. 

2.2   Related Work on Proportional Service Differentiation 

The proportional service differentiation model was first introduced as a per-hop-
behavior (PHB) in the context of wireline differentiated services networks [7]. Two 



key modules are required to realize PSD: packet scheduling and buffer management. 
The common approach is to use scheduling algorithms for delay differentiation and 
use buffer management for loss differentiation. Two scheduling approaches, the pro-
portional queue control mechanism (PQCM) and backlog-proportional rate (BPR) 
dynamically adjust class service rate allocations to meet QoS requirements [9]. A 
waiting-time priority (WTP) scheduler operates on dynamic time-dependent priori-
ties, while there exist a number of WTP variations in the literature. Buffer manage-
ment functionality can be split into the backlog controller and the dropper. The back-
log controller specifies when packets need to be dropped, while the dropper actually 
drops them. Random early detection (RED) is a typical example of a backlog control-
ler, whereas drop-tail is a widely used dropping mechanism [9]. 

3   The Proposed System Model 

3.1   Model Description 

The proportional delay and loss differentiation model is implemented with the use of 
a packet-forwarding engine. This consists of buffer and scheduling units [9]. The 
packet buffer is logically organized into Q queues, one for each class (where Q is 
total number of classes of service). These Q queues share the physical link bandwidth 
and the buffer space. Scheduling is assumed to be work-conserving, and the scheduler 
dynamically allocates bandwidth to each of the Q service classes in order to achieve 
delay differentiation. When the packet buffer is full, the buffer management unit will 
select and drop certain number of packets from the tail of a particular class in order to 
meet the proportional loss rate constrains. A first-come-first-served policy is used to 
transmit traffic from the same class. Although our scheduler inherits the idea of the 
time-dependent priority concept from WTP, it has been sufficiently augmented with 
predictions – and hence, our scheduler is called predicted delay proportional (PDP) 
scheduler. The PDP scheduler is based on a fluid traffic model.  

Given that there exist Q service classes which are ordered, so that class-i is better 
than class-j for i ≠ j, 1 ≤ i < Q and i < j ≤ Q. Assume that ),( τ+ttdi is the average 
queuing delay of packets of class-i in the interval (t, t+τ), where τ > 0 is the monitor-
ing timescale, then for all classes i and j, the following needs to be satisfied per-hop 
independently of available bandwidth and class loads: 
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ζi are delay differentiation parameters (DDPs), being ordered as ζ1 < ζ2 < … < ζQ. 
In case of loss rate differentiation, for the fraction of packets of a specific class that 
were backlogged at time t or arrived during the interval (t, t+τ) and were dropped in 
this same time interval, the above proportional loss rate differentiation per single hop 



as given by equation (2) should hold. In this case,  σi are the loss differentiation pa-
rameters (LDPs), being ordered as σ1 < σ2 < … <σQ. In order to satisfy equations (1) 
and (2), instead of considering only the delay of a top packet of a queue, the PDP 
scheduler tries to predict the average delay of all the packets in the queue. In this 
process, the following are assumed during the monitoring interval [9]: 

i The service rate of a specific class is unchanged until the packet is de-
queued. 

ii No packet is dropped. 
iii The packet loss rate of a specific class is unchanged. 
 

After predicting the delays of all packets in a specific class queue, the mean delay 
of that queue is determined. If the predicted delay of each class follows the required 
proportional delay differentiation with respect to other service classes, the service rate 
and the loss rate associated with each class are not altered. On the other hand, if the 
predicted delays of one or many classes do not satisfy a constraint, then either the 
service rate or the loss rate for each backlogged class need to be changed as explained 
below. If there are no buffer overflows, the predictions for delay violations are made 
only once for every Y packet arrivals. The selection of a proper value for Y repre-
sents a tradeoff between the runtime complexity and performance improvement with 
respect to satisfying the constraints. On the other hand, when there is a buffer over-
flow, packets need to be dropped while still maintaining the constraints. In our work, 
we consider per-hop proportional loss rate and queuing delay constraints among 
classes. In case any of these proportional constraints lead to an infeasible system, 
some constraints need to be relaxed in a specific precedence order until the system 
becomes feasible. For this purpose, system constraints have priority over proportional 
constraints [9]. Since the service rate allocation is viewed as an optimization problem, 
the objective function aims at i) minimizing the amount of traffic to be dropped, and 
ii) maintaining the current service rate allocation. The first objective ensures that 
traffic is dropped only if there is no alternative way to satisfy the constraints, while 
the second is to minimize fluctuations in the service rate allocation to each class. As 
mentioned in the problem statement, this work considers the maximum buffer size 
and bandwidth available at each node as system constraints as follows: 

∑ ≤i Mi BtB )( and Mi i Ct =∑ )(µ , where Bi(t) backlog of class-i at a time 
instance t, BM is the buffer size of any node M, µi(t) is the service rate allocated to 
class-i at a time instance t, and CM(t) is the time-varying link capacity available at any 
node M. Since the maximum link capacity available to a node vary with time in 
MANETs, we adopt a method to determine it dynamically as will be explained in 
section 3.2. Since our model makes delay predictions while keeping the loss rate of a 
class-i (1 ≤ i ≤ Q) constant in the monitoring timescale, the optimization problem can 
be formulated as follows: 

Find new service rates )(' tiµ and )(' tjµ  for backlogged service classes i and j, where 
i ≠ j, 1 ≤ i < Q and i < j ≤ Q, such that at least the three conditions as given by equa-
tions (1) and those imposed by system constraints are satisfied. 



The proportional loss rate dropper is a simple dropper sharing the idea of WTP 
scheduler and has two objectives: i) try to minimize the number of packets being 
dropped and ii) when there needs to be a packet drop, pick a packet from a certain 
class in order to keep the loss rate proportional, while satisfying the other constraints. 
The concept of a weighted loss rate is used for comparison purposes in order to make 
the packet dropping decision. Whenever a packet tries to join an already full buffer, 
the packet dropper is triggered. Instead of just dropping the incoming packet, the 
packet dropper makes a decision as to which priority packet it should drop in order to 
keep the loss rate proportional. For this purpose, the loss weight parameters are used 
here to calculate the weighted loss rate of each class. The values of these parameters 
are chosen such that QQ lwlwlw ×′==×′=×′ L2211  is satisfied, where ( )tlw ii ×′ is 
the weighted loss rate for each class-i (1≤ i ≤Q). The tail packet of a class with the 
lowest weighted loss rate is then dropped to keep the loss rate differentiation propor-
tional.  

3.2   Link Capacity Estimation 

Since we assume the DCF-based operation of IEEE 802.11 as the underlying MAC, 
the link capacity available to any node needs to be determined dynamically [13]. This 
is because the available bandwidth varies depending on several factors, namely node-
mobility, network topology, power constraints, and contention from other neighbor-
ing nodes. In the estimation process we assume that each node employs RTS and CTS 
frame transmission at the MAC-level in order to minimize the hidden and exposed 
terminal problems [15]. If time instances t1 and t5 and frame size (fs) of the data of 
Fig. 1 are known, then any node M can predict the bandwidth available using equa-
tion (3) [13]: 
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Fig. 1. IEEE 802.11 unicast packet transmission sequence 
This link layer measurement mechanism captures the effect of contention on avail-

able bandwidth. If contention is high, t5 – t1 would increase and bandwidth available 
would decrease. This mechanism also captures the effect of fading and interference, 



since if RTS or CTS get lost, they need to be re-transmitted. This increases the ∆t of 
equation (3), and hence would result in lower bandwidth. It should be noted that the 
available bandwidth is measured using only successful link layer transmissions. In 
addition, this estimation process uses average throughput of past packets to estimate 
the current bandwidth, and it has been proved feasible and robust [13].  

3.3   Traffic Regulation 

Although our present work does not consider any mechanism for explicit end-to-end 
absolute service guarantees, our model tries to use localized per-hop and per-node 
information to improve end-to-end performance. For this purpose, it works in con-
junction with a location-based forwarding mechanism [1]. With the proper forwarder-
node selection, the per-hop information is efficiently utilized to minimize congestion, 
and hence enables traffic regulation. 

Sophisticated admission control and traffic policing mechanisms are normally used 
to regulate traffic, and such mechanisms normally necessitate maintenance of state 
information [7]. Admission control and policing lead to better performance in the 
case of fixed IP networks, where routes taken by packets are not volatile. On the 
other hand, they may not bring in a tangible improvement in the case of dynamic 
MANETs, as routes taken by packets of the same flow may vary heavily with time. 
Traffic can be regulated in such situations in a proactive manner by selecting proper 
non-overloaded forwarding nodes, which is possible in a mesh-like network. 
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Let N(M) be the neighbor set of node M, and M currently have a packet to be for-
warded, dMI be the distance from node M to any of its one-hop neighbors I (I ∈ 
N(M)), dIB be the distance from any node I (I ∈ N(M)) to the packet’s destination B, 
LETMI be link expiration time of M with respect to I (I ∈ N(M)), and BWAvailable be 
the bandwidth available at node I (I ∈ N(M)). The criterion used in our forwarder 
selection algorithm is given by equation (4). The selection strategy considers the 
currently available bandwidth to a neighbor, link expiration time (LET) and relative 
locations of the node-pair under consideration [1]. Any neighbor I of node M that has 
the highest value for ΩIM of equation (4) can be chosen by our algorithm as a for-
warding-node. This way of proper forwarder-node selection is essential in MANETs 
due to the following two reasons, i) node mobility may lead to a situation where the 
selected forwarder will soon move away from the sender so that the packet transmis-
sion will fail, and ii) the selected forwarder is so busy that the forwarded packets face 
long delays or get ultimately dropped. Hence, our forwarder selection strategy in-
volves relative mobility prediction and dynamic bandwidth estimation as described 
below in order to minimize these undesirable aspects. If motion parameters of two 
neighbor nodes (e.g. velocity, radio propagation range) are known, there is a way to 
determine the duration of time these two nodes will remain connected [14]. The pre-



dicted time is the link expiration time (LET) between two nodes, and this is used in 
equation (4). 

The bandwidth available to a node can be estimated using equation (4) only if t1 and 
t5 of Fig. 1 are known. In our strategy any node should be able to calculate the band-
width available to any one of its neighbors by listening to the transmission initiated 
by the latter. However, it is difficult for any node to determine the exact time (t1) at 
which a packet becomes ready for transmission in its neighbor. On the other hand, 
any node can be aware of time instances at which control frames associated to a par-
ticular data frame are initiated by one-hop neighbors by listening to the medium 
promiscuously. This MAC-level listening is facilitated in the DCF-based operation of 
IEEE 802.11, as virtual carrier sensing with the use of network allocation vector 
(NAV) is necessary for the correct DCF-based operation [13], [15]. If the time in-
stance at which the RTS frame is initiated is known, then we can decide a value for t1 
empirically based on node-density and recent traffic characteristics. The frame size of 
the neighbor node can be statistically determined by taking a time average of the last 
k-number of packets it generated. Any node can determine this by either analyzing 
the packets received from its neighbor or by listening to the latter’s transmissions 
promiscuously. Also, under certain circumstances, it may be difficult for a listening 
node to determine the exact time at which the neighbor receives an ACK. Hence, in 
such cases we have to determine a value for t5 empirically by knowing the time at 
which the data frame transmission ends (t4). The time instances t1 and t5 can be de-
termined by the following two equations: t1 = t2 – DIFS - δ1 and t5 = t4 + SIFS + tACK 
+ δ2, where SIFS is short inter-frame space, DIFS is distributed inter-frame space, 
tACK is the transmission time for ACK frame, δ1 is added to take care of an extra time 
involved to access the channel due to the binary exponential backoff mechanism of 
the DCF and δ2 is added to take care of an extra time involved if data needs to be re-
transmitted due to collisions or channel errors [13], [15]. In order to find values for 
δ1 and δ2, we need to first analyze the binary exponential backoff mechanism of the 
DCF-based operation of the IEEE 802.11 [15]. For simplicity it is assumed that δ1 = 
δ2, and further we assume that each takes a value of an average backoff window in a 
saturated network condition. By determining a suitable value for the mean backoff 
window of an interested neighbor node, we can determine its bandwidth using equa-
tion (3) [13], [15]. 

4   Evaluation through Simulation 

The GloMoSim simulation package [17] was used to evaluate how well proportional 
service differentiation is achieved in a per-hop manner using our model. Four service 
classes 1, 2, 3 and 4 were considered for this purpose, where class-1 had the highest 
priority. Proportional factors for packet loss rate and delay were chosen as 1:2:3:4 in 
our simulations. The routing protocol used was a location-based one, which had been 
augmented with our forwarder-node selection algorithm. Our implemented routing 
mechanism considered simple greedy forwarding only. Traffic was generated using 
random CBR connections having a payload size of 512 bytes. These CBR connec-



(a) Average Queuing Delay  (b) Average Loss Rate 

tions were randomly generated so that at any moment the total number of source-
destination pairs was kept constant – and each session lasted for a time-period that 
was uniformly distributed between 40 and 50 seconds. Each class contributed equally 
to the total traffic in the network (i.e. 25%). We considered two QoS-constraints, 
proportional loss rate and proportional delay. Metrics such as the average delay and 
loss performance were measured using a sliding window size of 0.5 second. A terrain 
of 600X 600 m2 was considered with 80 nodes moving at a maximum speed of 10 ms-

1and initiating 10 sessions at any instant. Fig. 3 (a) and Fig. 3 (b) depict per-hop abso-
lute loss rates and absolute average queuing delays of all classes averaged over time 
intervals of length 0.5 s respectively, when the traffic is generated as a sinusoidal 
function of simulation time. As it can be seen from these two cases, our model main-
tains a consistent ratio between classes irrespective of the network load conditions. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

Fig. 3. Absolute Per-hop Queuing Delays and Loss Rates as function of simulation time 

5   Conclusions and Future Work 

In this paper we presented a novel scheduling and buffer management mechanism to 
realize per-hop proportional loss and delay differentiation in ad hoc networks. In this 
context, we considered the time-varying nature of wireless link bandwidth available 
to any node in an ad hoc network and adopted an approach to estimate it. The pro-
posed proportional service differentiation model works in conjunction with location-
based forwarding mechanisms. Although the motivation behind this interaction is to 
facilitate end-to-end service guarantees, in this paper we did not include any explicit 
mechanism to achieve this objective. In the future, we will concentrate on how to 
incorporate end-to-end absolute service guarantees in our model through interactions 
between the PSD unit and the location-based forwarding engine. We will then evalu-
ate how well our enhanced PSD model will guarantee both proportional and absolute 
service guarantees in an end-to-end manner. 
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