
Adaptive Overlay Routing of long-lived flows in Ambient Networks 
Zhaohong Lai, Alex Galis, Chris Todd  

University College London, Dept. of Electronic & Electrical Engineering, Torrington Place, London WC1E 7JE 

{z.lai, a.galis, c.todd }@ee.ucl.ac.uk 

Abstract:  One key design requirement for Ambient Networks is the provisioning of the service-
aware transport overlays. In order to fulfil this requirement, the overlay routing needs to adapt to 
changes in service specific QoS or specific network conditions and context. In this paper, it 
discusses a novel solution that the overlay routing’s stability and performance can be effectively 
improved by rerouting long-lived flows in the alternative (or new discovered) path while short-
lived flows stay in the old path. In addition, this paper proposes an adaptive sensor design to detect 
the long-lived flow based on the feedback of the available bandwidth. 

 

1 Introduction 
The Ambient Network (AN) project is aimed to foster co-operation between the next generation, heterogeneous 
wireless networks, in order to gather resources within and across ANs to provide new services [3]. One 
innovative design in the Ambient Network is to provide the service-aware transport functionalities, which is 
implemented within a set of service-specific overlays, which is called as Service-aware Adaptive Transport 
Overlays (SATOs) [7]. As to fulfil this aim, the overlay routing needs to be performed as stable as possible to 
meet the service specific QoS as well as the consideration of adapting the changing overlay network conditions 
when a new network joins in the AN. To achieve this goal, a novel solution that reroutes long-lived flows in the 
alternative (or new discovered) paths when the overlay path conditions are degraded is proposed. To perform the 
overlay routing at the flow-level bring many advantages for the AN. For example, as stated in [16], the packet-
level routing like multipath forwarding will cause the end-to-end performance degradation. One typical example 
is that packet-level forwarding in different paths will introduce the disordering effect at the receiver. This will 
lead to unnecessary DUP ACK responses that force TCP to retransmit packets. Other benefits for the overlay 
routing of long-lived flows are detailed in section 2.  

This paper is structured as follows. The next section discusses the benefits for the overlay routing of long-lived 
flows in ANs. In addition, it also examines the stability features in the overlay routing of long-lived flows. In 
section 3, it analyses the drawbacks of the existing long-lived flow classifier designs. Section 4 includes a 
proposal for a long-lived flow sensor and the associated design for the overlay routing of long-lived flows. 
Finally, a short conclusion is presented in section 5. 

 

2. Background 
2.1 The benefits for the overlay routing of long-lived flows in ANs 
One key feature defined within the AN project is the (de)composition concept of Ambient Networks [3]. For 
instance, a small AN such as a Personal AN can compose with the train station AN when arriving in the train 

station, forming then a larger AN. In case of 
(de)composition, all the entities involved in the ANs 
should also compose or interoperate and this 
composition process should be completely 
transparent for the services and the end-users. In 
figure 2.1, four sub ANs join in an AN which 
includes underlying and overlay networks. Due to 
the changes of composition, the overlay network 
conditions are subsequently affected like the 
overlay path 1 becomes congested. But, there is 
another path available via Onode2. To perform this 
adaptive overlay routing, a decision needs to make 
on what kind of flows should be switched to 
alternative path. Many studies show that about 

10%-20% of the long-lived flow (LLF) flows account for over 80% of the total traffic [1][2]. For example, in 
[2], it shows that 20% of the flows have more than 10 packets but these flows carry 85% of the total traffic. 
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Figure 2.1: a simplified  Overlay and underlay network strucutre in ANs



This is depicted below where the solid lines show the proportion of flows that have over 10 packets clearly drop 
dramatically, but its packet proportion (the dashed lines) account for the major part of the traffic[ibid].The 
overlay routing of long-lived flows at leave have three benefits to suit the AN dynamic feature. First, it improves 
the routing efficiency because the LLF rerouting cost is much less than short-lived flows (SLF). Second, it 
highly maintains the routing stability as only 10%- 20% (normally less) long-lived flows needs to be rerouting. 
This also is detailed in the next section. Third, it provides another way to be aware of service-specific QoS 
requirements when the network conditions are degraded as most services having specific QoS requirements 
produces the long-lived flows i.e. a video streaming application.  

 
Figure 2.1: (a) the heavy-tailed distribution of IP traffic [2]; (b), the long-live flow distribution (logarithmic). 

2.2 The manageable and stability characteristics of long-lived flows 
The reason of LLFs that is more controllable and manageable than SLFs is because its distribution is heavy-
tailed. In [12], it states that the upper 5% tail per FTPDATA burst fits well to a Pareto distribution with 
parameter 4.19.0 ≤≤ α . A Pareto distribution has the decreasing failure rate (DFR):      
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The equation shows that a Pareto alike IP long-lived flows will live longer as x increases, which indicates that it 
will use more network resource as shown in the log-log diagram in figure 2.1 (b). One of reasons causing the 
heavy-tailed feature of the long-lived flow is due to the 
effect of the TCP’s inherent algorithm control. This is 
examined as follows. If T is denoted as one RTT length 
and μ  stands for service rate of a TCP segment (a 
segment service time= μ/1 ). The cwnd size is 
exponentially increased at the beginning according to 
TCP Reno’s algorithm. Once it reaches the threshold 
value, the cwnd will be set to 1 and its threshold value 
will be halved. Let’s assume the cwnd threshold size 

tW = 42 , then TCP will take T×4  time (from 1t  to 4t ) 
to reach threshold. If there is no random loss happened 
during the step 1, TCP enters a periodic evolution with a repeated cwnd change comprising step 2 and step3. If 
TCP takes n-RTTs time to reach tW  in the first Slow Start phase, it needs αT  to reach threshold during the 

second step: 12
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Thus, in Fig 2.2, as n=4 in step 1, then the next expected time 
will be: 1123214 314 =+=+−= −

αT .This shows 
that TCP spends about 73% (4/15) on the additive increase 
multiplicative decrease (AIMD) phase. As shown in table 1, 
the bigger n TCP spends on the slow start stage, the longer 
TCP will have to stay in AIMD. In practical, TCP cwnd 

evolution will be more complex than table 1 [10] and the complexity will finally lead to the heavy-tailed 
distribution of the LLF. The result from table 1 also tells the fact that long-lived flows are less burst and more 
stable than short-lived flows. 
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Fig.2.2 - TCP Flow cwnd Evolution (Threshold Size = 16)

  n=4   αT =3+ 32 =11   AIMD_ratio = 0.7272 

  n=5   αT =4+ 42 =20   AIMD_ratio = 0.80 

  n=6   αT =5+ 52 =37   AIMD_ratio=0.865 

  n=7   αT =6+ 62 =70   AIMD_ratio=0.9142 

Tabl e 1 -  AI MD St at i st i cal  Rat i o Val ue



3. The review on the long-lived flow classification 
A long-lived flow is defined as a flow has long duration, high-bit rate and large flow size [16]. In [13][5], the 
application-based flow classification has been proposed. It classifies host+port flows into long-lived and short-
lived flows according to their applications. But, as a great variation of flow duration exists for an application like 
ftp, http, its results are poor [4]. In [17], the solution of detecting a LLF is developed by evaluating the burstness 
(β ) of TCP packets. If β >4 belongs to LLF and otherwise SLF. This mechanism is according to the 
phenomenon that a LLF’s TCP cwnd generally is larger than that of the SLF [8][11]. This is because a LLF 
spends most of time in Congestion Avoidance phase but SLF staying in Slow Start phase. However, the 
scalability is a big issue for this mechanism as a cwnd size is difficult to be known at the layer 3. In [13] the 
packet-counter X/T based algorithm has been presented. X refers to the packet arrival number of a flow while T 
means timeout value. When a flow’s X exceeds a given threshold within T, this flow is categorised into the LLF. 

4. 4. The overlay routing of long-lived flows  
4.1 The adaptive long-lived flow sensor design 
Since X and T parameters are assigned statically [13], Hao et al argue that its result will not be accurate as the X 
value should be decreased when a network connection is degraded [4]. Thus, Wang et al state that the difficulty 
to classify the long-lived flows is how to find an adaptive value for X [15]. He also points out that the difficulty 
is that how to adjust the X value according to the network load. One key metric determining the network load 
condition is the available bandwidth (ABW) value. Thus, if the network available bandwidth is known, X can be 
adaptively adjusted according to the feedback of ABW. According to the BW equation of the packet-pair 
estimation mechanism, the BW is linear with packet size [14]:  
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Therefore, by contrast, if we know the ABW, we can set the X value accordingly. Let k be the linear factor and C 
be the X threshold value, k and its responding X value can be computed as: 
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where the static physical bandwidth refers to the network path capacity, which can be measured using packet-
pair mechanism like Nettimer [6]. C is the threshold 
of the packet counter value. The threshold value 
should be measured under the network condition 
when the network ABW is close to the network 
capacity. Pathload can be used to measured ABW 
values [9].  

To apply this equation, another threshold value needs 
to be introduced. This threshold value is to determine 
when k should be used. This is because when the 
ABE value is sufficient, the packet counters X will 
not be affected. For example, a video streaming 
application will be performed well (normally) when 
ABW is over 10Mbps. Thus, the X value for this 
video flow will not be affected by the ABW once it is 
over 10 Mbps. The threshold value can be manually 
assigned. In principle, this threshold value needs to 
relate the congestion parameters. For instance, it 
should be equal to ABW when the network starts to 
be congested. 

4.2 The architecture for the overlay routing of long-lived flow 
The architecture mainly involves four components as depicted in figure 4.2. Once the traffic coming in, it will be 
classified into if it is a LLF or not by the LLF sensor. The detected results will be stored in the flow register. The 
overlay BW sensor provides the available BW information for the calculation of the LLF sensor. It also decides 
when the long-lived flow information should be sent to the overlay routing agent like the conditions that the 
ABW is less than threshold value. The flow register stores the detected long-lived flow record. It also manages 
the information which flows have been rerouted. It will assign each flow a routing flag value ranging from 

_long_lived_flow_sensor_algorithm:
{
    /* Initialisation */
     C_threshold = CONSTANT; // manually set
    physical_bw = getNetworkCapacity("pathrate");
    available_bw=testABW("pathload");
    threshold_k=fixed_X_BW_value;
    for (id in flows[id] )

{
      if( ABW > threshold_k  )

X[id]=fixed_X;
      else if  {

k=abw/physical_bw;
X[id]=using_adaptive_rate(k );

/* to call the adaptive rate function*/
}

}
return X[id];

}

Fig.4.1The algorithm of  the long-lived flow sensor



000~111. A timer for each flow also is set up. The timer 
has two purposes. One is if a LLF has not received any 
new coming packets when the timer expires, this LLF 
flow will be cleaned from the database. Another is that, 
together with the routing flag, it is to avoid the flapping 
issue between overlay paths. For example, if the flow’s 
routing flag is just increased one, it is forbidden to be 
rerouted within the given timer value. 

 

5. Conclusions. 
This paper analyses the efficiency and stability for the overlay routing of long-lived flows in Ambient Networks. 
The proposed new algorithm of the LLF sensor enables higher accuracy than the existing solutions as it is able to 
adapt to network load changes. The design of the overlay routing of LLFs also has been described.  
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