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Abstract: This paper investigates the MAC-protocol perforoef an IEEE 802.11
Network that deploys Radio over Fibre technologyigtribute radio frequency signals
from a central location to remote antenna sitesitonadic users. Our study is based on
the current DCF access scheme specifications b&itigthe Basic access method and the
RTS/CTS access mechanism. The theoretical reshitsv that there is a specific
optimum timeout value concerning each limited |&noft fibre where the throughput can
be maximised.

1. Introduction

The principal inspiration of this paper is to foaniRadio over Fibre (RoF) system in which the Remote
Antenna Unit (RAU) is very compact and the radiaruiel assignment is performed in a centralised
location away from the remote unit. In such aeystthe majority of the base station components are
positioned at a central location where the sigmat@ssing is carried out. Figure 1 illustrates thi
design, where the main unit, i.e. the Base Stgf8#), and its antenna, i.e. RAU, are separated and
linked together by the means of optical fibre. sTt@sults in a less complex and more compact RAU.

A major issue that arises is the applicability eplbying a fixed length of optical fibre into a istiard
IEEE 802.11 architecture. We evaluate the MAC qrenfince of the proposed RoF system, in terms
of the throughput, by varying the minimum stand#irdeout value defined in the IEEE 802.11
standard. In addition, we explore an approach bichvthe optimum timeout value can be obtained
within a standard 802.11 system. This investigatieen continues with the aim of pinpointing this
optimum value for longer optical fibres in the syst
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Figure 1: The basic overview of the planned Rofrigecture

2. Overview of the | EEE 802.11 MAC Protocol

The 802.11 Medium Access Control Layer (MAC) is alwed with the management of
communications between various stations. It aEdcommon functionality for all types of physical
layer, i.e. Direct Sequence Spread Spectrum (DIS8jjuency Hopping Spread Spectrum (FHSS),
Infrared (IR) and Orthogonal Frequency Division kplexing (OFDM). In particular, the IEEE
802.11b DSSS supports data rates of 1, 2, 5.5 anbdldps depending on radio conditions in the
2.4 GHz ISM band. The MAC 802.11b standard sugpbtso schemes based the Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) access the shared wireless medium. They
are called the Basic Access mechanism and the RITSSACcess method.
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Figure 3: The RTS-CTS Access Mechanism

In the case of deploying the ‘Basic Access Methashpown in Figure 2, after a successful
transmission, the destination station waits foharSInter-frame Space (SIFS) interval and therdsen
an Acknowledgement packet (ACK) to confirm the ectrreception of data. The same procedure is
applied when the ‘ack’ (TCP data packet) is senklta the source station, to provide confirmatién o
the successful reception of data at the TCP layer.

The second method, illustrated in Figure 3, usesrapletely different approach. In this case, the
involved stations, i.e. stations activating the &4 To Send (RTS) and the Clear To Send (CTS)
packets, have the power to control the use of thdimm between them. This scheme attempts to
reserve the shared medium for the time duratiomleedo transfer the actual data frame prior to its
transmission. During this period, all stationsha reserved area are restricted from transmissien
though the channel is idle. The IEEE 802.11 stahdalopts the RTS-CTS method when the size of
the data frame is larger than a predefined thregigi[2].

According to Figure 2 and Figure 3, when the opfiitae is inserted into the system each packelt wil
go through the fibre delay. The increased delay tduthe inserted fibre is more severe in the RTS-
CTS method than the Basic Access mechanism siece #ie more packets involved.

The following equation calculates the propagatielay for each packet passing through the fibre link

c_3x10° _
n~ 154 _19481%15 (1)

Wherec is the speed of light andis the reflective index of the fibre. Accordingequation (1), each
10us delay is equivalent to 1948.1m of opticaldifior each transmission direction).

3. Performance Evaluation

A mathematical model was created to examine thienapt timeout value that could be used within a
standard 802.11b system for 1948m of fibre. Adl garameters used in the model are given in Table
1. As defined in the IEEE 802.11b standard, theimmim timeout value is calculated in Equation (2)
concerning both the Basic and RTS-CTS mechanisins [3

Timeout = (SIFS+CTS (or ACK) +Sot_Time) 2)
The deployment of 1948m of optical fibre adds atreetOus delay (i.e. exactly orgot_Time for

both transmission directions) to the MAC layer. gl¥e 4 illustrates our assumption where the
response time of the receiving station is modeadleé Gamma function with a spread of 20us.
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Figure 4: Probability of Successfully Transmitting

Table 1: Numerical Parameters used

CTS_Timeout—
{Stue) Slot_Time 20 ps
|‘ siFs] cTs [roepeay | 20us Dﬁme g:';z ;'8 HsS
1945, 1ot v PLCP Preamble 144 bits
o PLCP Header 48 bits
%) MAC Header 240 bits
1SIFS CTS [ebreveiay | 20us [\Time CRC 32 bits
Equivalent fo Channel bit rate 1 Mbps
1948.1m of fibre .
CTS_Timeout / RTS 160 bits
wrtus) CTS 112 bits
1S|FS CTS | Fibre Delay ”2(/)'_’3 = D-ﬁme ACK 112 bItS
—_ Air propagation delayd) <1us
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ﬂgf&knofﬁbr{e\ Fibre Reflective Index (n) ~ 1.54
CTS_Timeout / 2 :
‘ (374us) /}/L l; Lupou, 8000 bits
Nf E'é Lurou, 300 bits
1SIFS CTS | Fibre Delay 20us 20us n TTme Lysou, 7728 bits
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Packets against Timeout

According to Figure 4, the system has to wait ammim period ofSFS+CTS (or ACK)+1 (wheret is

the fibre propagation delay) before it can proce@t the rest of the MAC signalling. Therefore, to
successfully transmit a packet through 1948m okfithe timeout has to be increased. Increasiag th
timeout allows the system to wait longer in orderdceive the acknowledgement packet (i.e. CTS or
ACK) and will also have an effect on the total thgbput of the connection. Note, in Figure 4, &s th
timeout value is increased the probability of sest@ packets rises from zero until it reaches its
maximum.

The result of increasing the timeout value in bitta Basic and RTS-CTS access mechanisms (for
1948m, 3896m and 7792m of fibre respectively) &@an in Figure 5 and Figure 6. Note that the
throughput of the RTS-CTS method is slightly lowsan the Basic access mechanism. This is due to
the involvement of more overhead packets.
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Figure 5: Throughput versus Timeout in the
Basic Access Method

Figure 6: Throughput versus Timeout in the RTS-
CTS Method



According to Figure 5 and Figure 6, when deployl®8m of fibre, the throughput of an 11 Mbps
system reaches 3Mbps at 352us (in the Basic aowets®d). For the same system that uses the RTS-
CTS access mechanism, the throughput reaches 19kthifhe same time. Therefore, to achieve
3Mbps of throughput, its optimum value in the fiesample, the timeout value should be set to &t lea
352us. This value needs to be increased to 4achieve 1.72Mbps of throughput for an 11 Mbps
RTS-CTS system that deploys 7792m of fibre.

4. Conclusions

A general model for 802.11 networks was provideat ttan be applied to many scenarios in which a
limited length of optical fibre is present. Accorg to the deployment of 1948m of fibre, the optimu
timeout value was seen to be in the region of 35#peye the throughput reached its maximum. This
value had to be changed to 374us and 414us dueetase of 3896m and 7792m of fibre in the
architecture of the IEEE 802.11b system respegtivelt was also realised that the maximum
throughput in the RTS-CTS mode was lower than theiAccess method due to the involvement of
more overhead packets.
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