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Abstract. The tremendous growth of IP networks in the past few years has led to the need
for tra�c engineering in order to enable the e�ective provision of Quality of Service (QoS).
Several mechanisms and service models have been developed to assist tra�c engineering
solutions. In this paper we propose an approach to provide tra�c engineering capabilities
in IP Networks by using logical paths and making use of constraint-based optimisation
algorithms. Our approach is both proactive and reactive, and considers the existence of
the Di�erentiated Services model. We present an architecture of a management system,
which orchestrates the tra�c engineering activities. Finally, we identify some important
implementation issues for realising, evaluating and validating our approach, and we point
out the directions of our future research e�orts.
Keywords: IP tra�c engineering, capacity and routing management, resource allocation,
performance optimisation, constraint-based routing.

1 Introduction

Over the past decade computer networks have quickly evolved into a critical communications infra-
structure supporting signi�cant economic, educational, and social activities. Consequently, optim-
ising the performance of large-scale networks at the minimum cost, especially public backbones, has
become an important problem. Network performance requirements are multidimensional, complex,
and sometimes contradictory, thereby making the performance optimisation very challenging. The
network must convey tra�c from ingress nodes to egress nodes e�ciently, expeditiously, reliably,
and economically. Furthermore, in multi-class service environments (e.g. Di�erentiated Services
capable networks), the resource sharing parameters of the network must be appropriately determ-
ined and con�gured according to prevailing policies and service models, to satisfactorily resolve
resource contention issues arising from mutual interference between packets traversing the network.

Changing architectural paradigms and simply expanding the physical network capacity, are
necessary actions, but they are not su�cient to deliver high QoS assurances under all possible
circumstances. Some means of controlling and managing the infrastructure are essential for the
realisation of the envisioned global QoS network. This means is Tra�c Engineering (TE).

IP TE deals with the issues of performance evaluation and performance optimisation of opera-
tional IP networks. The IP Tra�c Engineering problem is to establish and �ne-tune the parameters
and operating points of network aspects, in order to address the network growth challenge. Con-
sequently, this is fundamentally a network control and management problem.

In this paper we propose an approach where the management and control system, together with
the accompanied constraint-based Tra�c Engineering algorithms, are decoupled from the network,
i.e. are not embedded in network nodes, but reside outside the network. Note that this does not
mean that we are assuming a centralised approach, since the management and control algorithms
could be deployed in a distributed fashion.

The paper is organised as follows. Section 2 provides an introduction to the basic concepts
and current trends in IP TE. Section 3 presents the de�nition of the problem of IP TE by using
Explicitly Routed Paths. In Section 4 we analyse the problem and we propose algorithms for solving
it. Section 5 presents the overall architecture that we propose for realising our IP TE approach.
Finally, Section 6 summarises our conclusions and presents the directions for our further study.
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2 IP Tra�c Engineering

IP TE aims to provide optimisation of network resources in order to satisfy tra�c performance
objectives at a minimum cost. It encompasses the application of technology and scienti�c principles
to the measurement, characterisation,modeling and control of IP tra�c [7]. The purpose of TE is to
give the network administrator precise control over the 
ow of tra�c within his/her administrative
domain (Autonomous System - AS). Tra�c Engineering capabilities are necessary because the
standard Interior Gateway Protocols (IGPs) (routing protocols) compute the shortest paths based
solely on the metric that has been administratively assigned to each link. This leads to uneven load
distribution, where parts of the network become congested, while other parts are under-utilised
[24]. These protocols also su�er from lack of dynamics and responsiveness.

There were attempts in the past to provide tra�c engineering capabilities to IP networks,
but the concept of IP Tra�c Engineering was not explicitly de�ned. Only recently, initiatives for
providing a standard framework, as well as solutions, for IP TE within various standardisation
bodies started to appear.

Initially, network providers responded to the TE challenge by simply over-provisioning more
links to provide additional bandwidth. Later by using adaptive routing, forwarding decisions were
based on the current state of the network. On the other hand, manipulating dynamic link metrics
tends to create oscillations since tra�c is repeatedly shifted (route 
apping) from one location of
the network to another. TE was achieved by simply manipulating the routing metric of dynamic
routing algorithms.Metric-based control was adequate because networks were small but it was not
scalable. Equal Cost Multi-Path (ECMP) is another technique aiming at addressing the de�ciency
in Shortest-Path-First (SPF) routing systems. In ECMP, if two or more equal cost paths exist
between two nodes, the tra�c between the nodes is distributed among multiple equal paths. The
main drawbacks of this approach are that packets arrive out-of-order, and that the distribution of
tra�c does not depend on the congestion status of each path but on the number of ECMPs. Later
on, the volume of IP tra�c reached a point that forced carriers to redesign their networks to make
use of higher speeds supported by switched high-speed ATM and Frame Relay (FR) cores (overlay
model). Virtual-Circuit (VC) networks provide connectivity among routers that are located at the
edges. TE is performed by re-con�guring the VCs so that congested physical paths are avoided.
Although this approach is quite e�ective, it has a very important drawback; it requires management
of two separate networks, which increases complexity and operational costs.

It is clear that any router-based TE approach must provide a level of functionality equivalent
to the overlay model, since the carriers used to the deterministic performance of the VC TE
model and will not settle for anything less. Nowadays, the trend, is to evolve the core IP networks
away from the overlay model, towards more integrated solutions, which are now possible because of
developments like Di�erentiated Services, Multi-Protocol Label Switching (MPLS) and Constraint-
based routing .

2.1 Current Trends in IP Tra�c Engineering

Although the tools required to provide TE have been de�ned, to our knowledge there has not yet
been a solution which orchestrates and combines them. In this section we describe some import-
ant new technologies and models, which enable to perform tra�c engineering and provide QoS
capabilities to the otherwise Best E�ort Service model of IP networks.

Di�erentiated Services. The Di�erentiated Services [8, 27] (Di�Serv) approach to providing
QoS employs a small, well-de�ned set of building blocks from which a variety of services may be
built. A small bit-pattern in each IP packet, called the DSCP (Di�erentiated Services Code-Point
[26]), is used to tell the routers how to process a packet. By marking the DS �eld of packets
di�erently, and processing them accordingly, several di�erentiated service classes can be created.
Di�Serv can thus be regarded as a relative-priority model [32], in which tra�c aggregation is the key
feature. One of the primary goals of the Di�Serv model is to move all the complexity to boundary
routers while leaving the core routers as simple as possible, so that boundary routers of a domain
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have added responsibilities such as: classi�cation, metering, marking/re-marking, authentication,
policing and shaping/re-shaping of packets. For tra�c management support, carrier backbones are
evolving towards the Di�Serv architecture because of its major advantage of scalability, since it
does not need to keep per-
ow state information but only per-class-of-service.

The Di�Serv model does not specify the services that will be supported, but instead it de�nes
the building blocks by which an arbitrary number of service classes could be o�ered. These building
blocks are the externally observable behaviours of a node (router) to the packets, and they are called
Per-Hop Behaviours (PHBs). A Behaviour Aggregate (BA) is the collection of packets with the
same DS codepoint traversing a link in a particular direction, and Per-Domain Behaviour (PDB)
is the expected treatment that an identi�able or target group of packets will receive from "edge to
edge" of a DS domain. A particular PHB (or, if applicable, list of PHBs) and tra�c conditioning
requirements are associated with each PDB. Di�erent PHBs are applied to di�erent BAs in order to
realise certain PDBs, and are implemented using di�erent forwarding treatments [21], i.e. scheduling
disciplines and bu�er management mechanisms at each network node. Customers1 negotiate a
Service Level Speci�cation (SLS) with a service provider. This speci�cation contains information,
such as the characteristics of the tra�c that the customer wants to inject in the network, QoS
requirements, charging and pro�ling information, etc.

MPLS. The Multi-Protocol Label Switching [9, 29] technology combines the label swapping for-
warding paradigm (label switching) with network layer (Layer 3) routing. The basic idea is to assign
short, �xed-length labels to packets at the ingress to an MPLS domain, based on the concept of
Forwarding Equivalence Classes (FECs). An FEC is a group of IP packets, which are forwarded
in the same manner (e.g., over the same path, with the same forwarding treatment), i.e. the set of
packet 
ows with common cross-core path forwarding requirements. In the OSI seven-layer model,
MPLS would lie between Layer 2 (data link layer) and Layer 3 (network layer).

MPLS is responsible for directing 
ows of IP packets or an aggregate of 
ows, across a prede-
termined path along the network. The routers along that path are called Label Switched Routers
(LSRs) and the path is called Label Switched Path (LSP). An LSP can be manipulated, and man-
aged by the network administrators to direct tra�c. MPLS also de�nes the tra�c trunk [7, 24],
which is the tra�c of a single tra�c class that is aggregated into a single Label Switched Path
(LSP)2. It is useful to view tra�c trunks as objects that can be routed; that is, the path which
a tra�c trunk traverses can be changed. MPLS is strategically signi�cant because it can provide
router-based networks with some advantages of circuit-switched networks, while avoiding most
of their disadvantages. Generally, the route for a given LSP can be established in two ways: a)
Control-Driven (also called hop-by-hop LSP); or b) Explicitly Routed (ER-LSP). When setting up a
hop-by-hop LSP, each LSR determines the next interface to route the LSP, based on its L3 routing
information, i.e. it follows the path normal L3 routed packets would have taken. When setting
up an ER-LSP, the route for that LSP is speci�ed in the "setup" message itself, and this route
information is carried along the nodes the setup message traverses. ER-LSP can be speci�ed and
controlled by the network management applications to direct network tra�c, independent of the
L3 technology. For the intra-domain case, for setting up a hop-by-hop LSP, the Label Distribution
Protocol (LDP) [2] has been proposed as the control protocol. For setting-up intra-domain ER-
LSPs, it is proposed to use extensions to the LDP protocol, the Constraint-Based LPD (CR-LDP),
or extensions to the Resource ReSerVation Protocol (RSVP), and extensions to BGP-4 for the
inter-domain case.

MPLS is strategically signi�cant for TE due to its path-oriented feature, so it can provide most
of the functionality available from the IP overlay model, while avoiding most of its drawbacks.
Although, the concept of TE does not depend on a speci�c layer 2 technology, MPLS is argued
[3, 5, 7, 30] to be the most suitable tool to provide TE. MPLS allows sophisticated routing control
capabilities as well as QoS resource management techniques to be introduced into IP networks.
The key factors that make MPLS attractive for TE are the following:

1 By customers it is meant users, organisations, even other service providers.
2 It is important to emphasize that there is a fundamental distinction between a tra�c trunk and path
(LSP). An LSP is only the path through which tra�c traverses.
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{ ER-LSPs can be easily created, maintained and modi�ed, through manual or automated ad-
ministrative actions.

{ Through ER-LSPs, MPLS permits a quasi-circuit switching capability to be superimposed on
the current IP routing model.

{ Attributes can be associated with tra�c trunks and resources, which modulate the trunks'
behavioural characteristics and constrain the placement of LSPs on resources.

{ MPLS allows both tra�c aggregation and disaggregation, whereas classical destination-based
IP forwarding permits only aggregation.

{ It is relatively easy to integrate a constraint-based routing with MPLS.

Constraint-based Routing. MPLS does not specify how the Explicitly Routed paths (ER-
LSPs) are determined or how congestion is detected. Currently, IP tra�c is routed and forwarded
by using the standard dynamic routing protocols, which o�er little or no readily available tra�c
control capabilities and always select the shortest paths to route/forward packets, resulting in some
paths to becoming congested while others are idle. These routing protocols are load insensitive.
Constraint-based routing can be used to compute paths (ER-LSPs) subject to multiple constraints.

Constraint-based Routing evolves from QoS routing [11, 25]. QoS routing returns the route that
is most likely to be able to meet QoS requirements, given a QoS request of a 
ow or an aggregation
of 
ows. Constraint-based Routing extends QoS routing by considering additional constraints,
such as policies. The goals of Constraint-based Routing are three-fold: i) select routes that can
meet certain QoS requirements, ii) avoid congestion and improve the user's satisfaction (user's
utility maximisation [10]), iii) maximise the network utilisation (optimise the resource utilisation).
Constraint-based Routing allows a demand-driven, resource-reservation-aware routing paradigm,
to co-exist with current topology-driven hop-by-hop IGPs. A constraint-based routing framework
uses as input the following: attributes associated with tra�c trunks, attributes associated with
resources, and topology and network state information.

Based on this information, a constraint-based tra�c engineering system automatically com-
putes explicit routes for each tra�c trunk originating from the node. In this case, an explicit route
for each tra�c trunk is the speci�cation of a label-switched path that satis�es the demand require-
ments expressed in the trunk's attributes, subject to constraints imposed by resource availability,
administrative policy and other network state information. Note that similar constraint-based TE
algorithms could be used by a management system [6] (either centralised or distributed). We pro-
pose such a management system in this paper.

3 Problem Statement

3.1 Problem De�nition

The problem we are addressing in this work can be described as an optimisation problem, as fol-
lows:
Given a �xed physical topology and a source-destination matrix of o�ered tra�c, which routing and
capacity management decision o�ers the best overall performance, at the minimum cost?
The practical function of the above problem is the mapping of tra�c onto the network infrastruc-
ture, and the dimensioning of this infrastructure to achieve speci�c performance objectives.

We propose the use of logical paths, and we introduce the concept of Explicitly Routed Paths
(ERPs) (for example the MPLS ER-LSPs) for the realisation of the capacity and routing decisions
stated in the problem de�nition above. By using constraint-based tra�c engineering algorithms,
which compute the routing and the dimensioning of ERPs, we seek to optimise the network per-
formance objectives. Management decisions based on the output of these algorithms are employed,
by con�guring the various network elements, i.e. routers. By monitoring the performance of the
network, we are able to evaluate the e�ciency of the con�guration. If the network performance
is not satisfactory, then either dynamic control algorithms, resulting in small modi�cations in the
current con�guration, or global recon�guration algorithms, need to be employed. In this sense,
performance optimisation becomes an interactive (both proactive and reactive) procedure.
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Similar problems concerning logical topology design and management have been studied in the
literature for their application to ATM Networks, and more speci�cally by using Virtual Paths as
the means to establish logical topologies (see [15], [18] and the references therein). Although these
works for ATM and generally for circuit-switched networks, include some concepts which might
be fairly generic, our approach di�ers because we are considering completely di�erent technologies
(Di�Serv, MPLS, CBR), which do not have the same limitations and thus impose di�erent sets of
constraints. For example the constraint of the number of logical paths in ATM networks due to
the limitation of the Virtual Path Identi�er (VPI) size does not exist any more. Also limitations
like the maximum call setup time, call blocking probability etc. are not applicable to IP Di�Serv
capable networks. Of course very generic concepts for example the triggering mechanism or gen-
eric optimisation heuristics, (see [18]), provide useful enlightening to our endeavours to solve the
problem.

Performance Objectives. The performance objectives that we want to optimise can be cat-
egorised as tra�c-oriented and resource-oriented.3 Performance optimisation is accomplished by
addressing the tra�c requirements (constraints), while utilising network resources e�ciently and
economically. The tra�c-oriented performance metrics may include: packet loss, delay, delay vari-
ation, and goodput. A measure of how e�ective a tra�c-oriented policy is could be the relative
proportion of the o�ered tra�c satisfying its performance requirements to the overall o�ered tra�c.
The resource-oriented objectives include the optimisation of network resources, and throughput.
E�cient resource management is the basic approach to secure resource-oriented performance ob-
jectives.

Another crucial objective is to minimise the congestion problems that are prolonged rather than
the ones that are results of instantaneous bursts (i.e. transient congestion). Congestion typically
occurs under two scenarios: a) when network resources are insu�cient to accommodate the o�ered
load, or b) when tra�c streams are ine�ciently mapped onto available resources, causing subsets of
network to become over-utilised while others remain under-utilised. In the �rst scenario, the arising
problems can be addressed by: augmenting network capacity, or modulating and conditioning,
or throttling the demand, or applying classical congestion control techniques (
ow control, rate
shaping, tari�s etc.). In the second scenario, the problems can only be addressed through e�ective
control and management techniques, i.e. by increasing the e�ciency of resource allocation (routing
and capacity management). In this work we are considering the cases where congestion occurs
according to the second scenario.

3.2 Mathematical Model

Conceptually, the establishment and con�guration of ERPs results in having a logical network on
top of the physical network. We call this logical network ERP graph (also known as induced MPLS
graph in [7]). The mathematical discipline we use to describe and model this logical network is
Graph Theory. The reader should refer to [12] for the basic terminology, theorems and algorithms of
Graph Theory. Describing the set of Explicitly Routed Paths as a graph is very important because
the basic problem we de�ned in the previous section is essentially an issue of how to e�ciently
map such an ERP graph onto the physical network graph. Generally, an ERP graph abstraction
problem can be formalised as follows:

Let G = (V;E;C) be a capacitated graph depicting the physical topology of the network, V is
the set of nodes in the network and E is the set of links; that is,

8 v; u 2 V; (v; u) 2 E () (v *) u) . G : (1)

i.e. (v; u) are in E if and only if v; u are directly connected under G. The parameter c (2 C) is
a set of capacity and other constraints associated each v; u 2 V and (v; u) 2 E. G represents the
physical network topology and its restrictions.

3 Note that these objectives are of a trade-o� relation, and the optimisation of both needs to be balanced.
The balance parameter, i.e. the decision for which objective has higher priority, depends on the network
operator's policies.
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Let ERP = (U; F;D) be a capacitated graph depicting the logical network, i.e. represents the
Explicitly Routed Path graph. U is a subset of V (i.e. U � V ), representing the set of ERP nodes
(e.g. Label Switched Routers) in the network, or more precisely the set of these ERP nodes that
are endpoints of at least one ERP. F is the set of ERPs, so that for every x; y 2 U , the object
(x; y) 2 F , if there is a logical path with x; y as endpoints. The parameter d (2 D) is the set of
demands and restrictions associated with each (x; y) 2 F (i.e. with each logical path). ERP is a
directed graph, and it can be seen that it depends on the transitivity characteristics of G.

Let S be the set of boundary nodes (ingress or egress). It is obvious that S � V . Let M be a
multidimensional matrix denoting the forecasted tra�c. Each entry m 2M is a set of constraints
based on tra�c characteristics and QoS requirements, associated with every node s 2 S . Note that
in this work we are considering only tra�c aggregates (as de�ned by the Di�Serv model), so m is
a vector, containing constraints associated to class i of tra�c aggregate. Let also R denote the set
of network-wide resource-oriented constraints that are not captured by the previous constraints,
for example an r 2 R might be the vector of network-wide throughput requirements per class i of
the tra�c aggregate.

So the problem we have described earlier can be modeled as follows:

Find ERP� 7! G (2)

subject to

all c 2 C; d 2 D; m 2M; r 2 R are met.

4 Problem Analysis

4.1 Problem Decomposition

In the previous section we have described the problem in its general form. We now decompose it
into three sub-problems so that we can analyse it more easily:

1. ERP topology design: which pairs of nodes should be connected by ERPs, i.e. what is the
topology of the logical path network? Note that at this level each ERP appears as a single
logical link between two terminator nodes.

2. ERP layout design: how should the ERPs be mapped onto the physical network topology, i.e.
what is the physical route for each logical path (which nodes should a logical path contain)?

3. ERP dimensioning: what is the dimension of each ERP, i.e. how much capacity should be
assigned to each logical path? By capacity here we do not only bandwidth. Since we consider
a Di�Serv-capable network, in addition to bandwidth, the resources on each node include the
scheduling weight, as well as the bu�er dropping thresholds, applied to di�erent BAs.

We assume that the MPLS, Constraint-Based Routing and the Di�Serv model will be used
in order to enable QoS and TE capabilities on IP networks. MPLS and Constraint-based tra�c
engineering algorithms are the means to build the logical path topology. In this work we consider a
multi-class service environment (Di�Serv), where tra�c streams with di�erent service requirements
are in contention for network resources and this plays important role in dimensioning the ERP
graph, since tra�c engineering tasks must provide preferential treatment to some service classes in
accordance with a utility model. There are limits to the number of BAs that an ERP can support
[16].

When MPLS is used to realise the concept of ERPs, by determining ER-LSPs; there are two
additional [7] sub-problems: a) how to do the mapping of incoming packets to Forwarding Equi-
valent Classes (FECs); and b) how to do the mapping of the Forwarding Equivalent Classes onto
tra�c trunks. In this work we do not focus on these sub-problems. Even though they are quite
important, they are more or less subject to local policies and standardisation procedures and their
de�nition does not a�ect the way the network resources are controlled.
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4.2 Complexity Evaluation

Each of the three sub-problems in Sect. 4.1 is di�cult to solve, since from the algorithmic point
of view they all contain NP-complete (intractable) optimisation sub-problems. This is why any
approach to solve such problems faces the following dilemma: either to give up optimality by using
some heuristic solution, or, if optimality is required, either exactly or at least with a bounded
error, then scalability is lost in the sense that for realistic (i.e. large) networks, algorithms become
computationally infeasible.

Regarding the complexity of the �rst and second sub-problems, it can be easily proven that the
known NP-complete problem disjoint connecting paths (see [19]) can be obtained as a special
case of both the ERP topology and layout design sub-problems. So both the ERP topology design
and ERP layout design sub-problems are NP-hard problems. 4 Any formulation of the optimisation
problem involved in even restricted versions of the third sub-problem (ERP dimensioning) contains
the capacity non-linear integer-value multi-commodity 
ow problem and as such it is also NP-
complete [19].

The problem becomes even more complex with respect to the global optimum (ERP�), if op-
timisation is done for the joint three sub-problems. Even if we have found ways to "solve" optimally
the three sub-problems, then most probably the global optimum has not been reached. This means
that by decomposing the general problem and trying to reach to a solution by solving each of
the three sub-problems separately we have compromised the global optimality. In addition, using
heuristics to solve the sub-problems causes loss of optimality. Note that this loss is unavoidable
due to the nature of the problem. The relative merit of proposed solutions in terms of this loss is
necessary to be evaluated and is for further work.

4.3 Algorithmic Approach

As discussed in Sect. 4.2 the problem is computationally infeasible. Therefore heuristic algorithms
need to be employed for solving it. We propose a number of heuristics in order to cope with each
of the three sub-problems. We propose to exercise TE in two timescales.

In the longer timescale (days - weeks) we propose to have o�-line Contstraint-based TE al-
gorithms, which specify the appropriate ERPs based on the forecasted tra�c (m 2 M). This
process takes into account global network conditions and constraints (r 2 R), and tra�c loads,
and it involves the global trade-o�s of tra�c and resource oriented objectives. Its output is the

ERP graph for the constraints and demands imposed at that point in time t (gERP�(t)). Note that
since the method is based on heuristics therefore the resulted ERP graph is di�erent from the
optimal the optimal at that particular time t (ERP�(t)). The distance:

D(t) = jjERP
�
(t) �
gERP�(t)jj (3)

is the metric which gives us the ability to test the quality of the proposed heuristics. The problem
is that ERP�(t) is di�cult to obtain for any other than trivial network con�gurations. Therefore in
order to test the validity of our heuristics we rely only on measuring the resource utilisation and if
the tra�c-oriented objectives are met, information provided by network resource and performance
monitoring. In this timescale the Constraint-based TE Algorithms are triggered either periodically,
or when the network performance or the demand changes signi�cantly. The thresholds for the latter
case are very important factors for the performance of the system.

Recently, Farag�o et al. [14] have studied a similar problem to the �rst sub-problem of section
4.1. They proposed a solution, which does not su�er from the optimality vs. scalability problem.
The methodology they used to accomplish this is derived from the theory of Random Graphs.
Their approach maximises the connectivity5 given a processing capacity bound; and minimises the
diameter D of the resulting ERP graph, that is, any two nodes can reach each other by following
at most D logical links. The algorithm converges in polynomial time and the resulting solution is
asymptotically optimal. At that stage we have the ERP topology.

4 A formal detailed proof of a similar problem can be found in Appendix A of [20].
5 Connectivity is de�ned as the minimum number of nodes whose deletion can disconnect the graph.
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The other two sub-problems are treated sequentially and not simultaneously because of the
complexity of the joint problem. For the ERP layout design sub-problem, i.e. the physical routing
of the ERPs, we reduce the space of feasible solutions in the following manner: Given the topology
of the ERP graph, for each ERP we prune all the resources from G that do not satisfy the
requirements of the predicted tra�c load (captured in matrix M) and possibly other network-
wide restrictions (captured in matrix R). We then run a shortest-path algorithm on the residual
graph. This procedure gives a rough solution and possible optimisations on this are for further
study.

Having the logical ERP topology and its mapping onto the physical topology we need to di-
mension the ERPs. In order to optimise the capacity assignment we propose to use some kind
of a hill-climbing procedure, with two steps, the �rst step tries to satisfy the current tra�c de-
mands/objectives and the next step, if there is any bandwidth left, will try to assign to ERPs in
order to capture future demands. Note that the following are computed for each class i of tra�c
aggregate. Initially we assign no capacity resources to every ERP and we will try incrementally to
add units of capacity to these ERPs in order to meet the current tra�c demands. We de�ne the
gain gn for an the n ERP, as a function of the constraints associated with that ERP (d), the tra�c
constraints and demands that use this ERP and the network wide constraints r associated with
class i of the tra�c traversing that ERP:

gn = f(d;m; r) (4)

Then we calculate the gain if we assign a unit of capacity to the ERP. We also calculate the loss l,
which is de�ned as the accumulation the gain that might have been achieved if this unit of capacity
resources was assigned to other ERPs that share parts of the physical path with the one we are
interested in. Let E � ERP be the set of ERPs that share parts of the physical path with ERP n.
Then the loss is de�ned as:

ln =
X
x2E

gx (5)

We assign capacity resources to the ERP x, which gives the best gain-to-loss ratio, i.e.

maxx2ERP
gx

lx
(6)

This procedure stops when all m 2 M have met, or we have reached the physical capacity con-
straints c 2 C. At that point we have satis�ed the tra�c constraints. Going a step further we
might want to improve our solution by adding capacity to ERPs, in order to satisfy the network
wide constraints r 2 R. For example if ri denotes the throughput requirements per tra�c class i,
we might continue adding capacity to these ERPs in order to maximise the total throughput for
each class i. Note that �ne-tuning the details of this algorithm is ongoing work.

In the shorter timescale (minutes - hours) we consider dynamic route and resource CBR solu-
tions. These solutions are only based on the observed state of the operational network. Dynamic
Constraint-Based TE solutions need to be employed in order to adapt to current network state
within the bounds determined by the longer term solutions described above. Real-time measure-
ments, performance monitoring and accounting (see Sect. 5.2) are very important for such solutions.

Given that we have computed the gERP�(t) from the previous process, this solution needs �ne
tuning since as time passes then it is not the optimal (in terms of the heuristics). The idea is to

keep track of the network and the matrix M , and try to keep close to gERP� whenever changes
occur6. For example, merging of ERPs might be desirable. Also resizing ERPs might be desirable
in order to capture the changes on the ERP utilisation. In some cases splitting of ERPs might be
useful, for example if, after splitting, we can merge7 part of the path with other paths. Also in that
category of algorithms we can consider solutions which balance the tra�c load among multiple

6 Note that the dynamic control procedures will not replace the more "heavyweight" global recon�guration,

which will be activated either periodically or when the distance from gERP�

is very big.
7 Merging ERPs must follow the constraints imposed in [16].
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Fig. 1. The functional architecture of the proposed IP Tra�c Engineering Management and Control Sys-
tem.

EPRs proportionally to their load (see [31] for an example). Other examples of such a real-time
optimisation include IGP/BGP metric-tuning (see [17]).

We argue that the network performance optimisation is a continuous process. Therefore optim-
isation iterations consist of both the non-real-time capacity and routing management algorithms as
well as the real-time dynamic changes. The two processes are mutually complementary activities.
A well-planned and dimensioned network makes real-time optimisation easier, while a systematic
approach to real-time network performance optimisation allows decisions to focus on long-term
issues rather than immediate considerations. This is why we propose algorithms for both proactive
and reactive scenarios.

5 Architecture

In this section we present the architecture that we propose for enabling Tra�c Engineering cap-
abilities on IP-based networks by using the ERP concept.

5.1 Functional Architecture

In Fig. 1, we present graphically the functional architecture of the IP Tra�c Engineering Manage-
ment and Control System that we are proposing. The directionality of the arrows represents which
part is responsible for initiating information requests, and not the directionality of the information

ow.

The main logic of the architecture lies in the constraint-based TE algorithms functional block.
It contains the families of algorithms which are responsible for both determining which are the
necessary ERPs (global ERP graph (re)-con�guration), and dynamically controlling the ones that
are already active. The algorithms presented in Sect. 4.3 reside in this functional block8. These
algorithms need input about the expected tra�c, the current network load, the connectivity and
the current con�guration of the physical network as well as the established ERPs. They also need
to de�ne which are the resource and performance parameters that need to be monitored. Finally,

8 Algorithms which are responsible for fast restoration of ERPs might also reside in this functional block.
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according to their output, con�guration actions need to be taken. The two timescale algorithms
described in Sect. 4.3, reside in this functional module. The longer timescale algorithms operate
with an AS-wide (Autonomous System) view as a management plane function. The dynamic man-
agement algorithms operate on a more localised view of the network and reside in the control
plane.

The functionality of the algorithms is driven by the administrator's policies and the charac-
terisation of the expected tra�c and the current network state. There are two general types of
policies, the ones that have to do with the admission control, and the ones that have to do with
the network dimensioning and dynamic management of resources. Here we consider only the latter,
for example what is the balancing parameter between optimisation of tra�c-oriented and resource-
oriented objectives or the triggering mechanism (synchronous or asynchronous) and its parameters.
The policy issues are an active research area, but they are outside the scope of this paper. Changes
in the expected tra�c or of the current network state might also trigger the constraint-based TE
algorithms.

The Service Level Speci�cations (SLSs) module, is a component which is responsible for the
subscription and admission control of user requests. This module is complex and needs to be further
decomposed to other components, for example long-term SLS subscription, Dynamic Admission
Control. For the exact functionality of this module we need to de�ne an SLS template and further
to provide speci�c SLSs types according to this template. At this stage of our work we only use
this module for the SLS repository it contains in order to obtain the tra�c demands, the other
speci�cs of this module are out of the scope of this paper.

For the characterisation of the expected tra�c, in addition to the network state information
provided by the monitoring system (current network state as well as historical trends data), we
need to obtain information from the customer subscriptions (SLSs), and tra�c models. This is a
very critical part of the architecture, and generally of every IP TE system, so we further elaborate
on it in Sect. 5.2. Monitoring also plays a very important role in our system, since it provides
the appropriate input to several other components of our architecture. We consider monitoring
as "passive" module in architecture in the sense that other components (e.g. constraint based
algorithms, policies) request the monitoring of several network parameters, either network-wide or
of a particular node. We describe our monitoring system in more detail in Sect. 5.3.

5.2 Tra�c Characterisation

Tra�c Engineering encompasses the application of technology and scienti�c principles to the meas-
urement, modeling and characterisation, in addition to control of tra�c [7], and the application
of such knowledge and techniques to achieve performance objectives. It is, therefore, important
to have accurate estimate of the o�ered load between the various points in a network domain.
Expected tra�c estimates can be derived from:

{ customer subscriptions (e.g. SLSs),
{ tra�c projections (historical data),
{ tra�c models,
{ actual measurements at di�erent levels of abstraction (from packet level to network-wide level,
characteristics), and

{ economical models, which describe the users' behaviour.

Modeling involves constructing an abstract or physical representation, which depicts relevant tra�c
and network attributes and characteristics. Accurate source models for tra�c aggregates are very
useful for our analysis. It is inaccurate to apply the classic telecommunications tra�c modeling
theory to IP networks, because it has been proved [23, 28] that Poisson modeling is inadequate for
IP tra�c, since IP tra�c exhibits heavily tailed distributions. This type of tra�c is much better
modeled using self-similar processes.

An ideal approach for characterising the expected tra�c would have to consider the following:
(a) heavily tailed models, (b) the notion of equivalent capacity/bandwidth [1, 22] (the Gaussian
approximation) predicts capacity requirements of tra�c aggregates, (c) customer subscription in-
formation and (d) adapting the forecasts of the expected load by using real-time measurements, in
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order to devise dynamic tra�c engineering. The application of all four is not a trivial task, and it
may prove impossible to realise under reasonable constraints. But even if this is impossible, recent
works [17] prove that the application of measurement-based only techniques for tra�c prediction
might be satisfactory.

5.3 Monitoring

Our monitoring system includes a two level approach, low level node monitoring/metering and
higher-level network-wide monitoring.

At the network-wide level network monitoring builds network-wide view of current tra�c and
quality conditions. Accepts monitoring and measurement requests the Constraint-based TE Al-
gorithms module (long term), policy manager and the tra�c characterisation modules. These
modules may also provide speci�c thresholds in order to receive noti�cation when they are crossed.
The network monitoring system determines what needs to be measured where and directs the
monitoring/metering modules accordingly, identi�es the type of measurements needed and which
nodes need to participate in the measurements. This level also includes database of historical load
and quality measurements, in order to provide input to the characterisation of expected tra�c
whenever necessary.

At the node monitoring level we measure load, losses, etc. at a local level. Probes are downloaded
from the network-wide monitor. It is necessary at this level to include an active monitoring engine,
which performs delay and jitter measurements, because otherwise we cannot measure them. This
engine puts necessary test streams into the forwarding path in order to realise active probing.
Caching at this level is necessary in order to avoid loading the network with too much test tra�c.
The classic passive monitoring is included in this module. Passive monitoring relies on counters
(MIB probing) to perform monitoring. The counters are available in various parts of the network:
meters, classi�ers and forwarding engines. The passive node monitoring measures used/available
bandwidth and aggregate tra�c statistics (packet lost/dropped etc.).

5.4 Implementation Considerations

In this section we describe our approach to implementing the proposed IP Tra�c Engineering
Management and Control System, as described in Sect. 5.1, for testing and validation purposes.

We argue that it is very important for proof of concept issues to use a simulator to run evalu-
ation experiments. The advantages of using a simulated network include: visualisation of network
characteristics under di�erent conditions, ability to test the system under extreme scenarios, get
hints for possible solutions (algorithm �ne-tuning), reveal pathologies such as single points of fail-
ure and potential bottlenecks, which may require additional capacity. Simulators can also be used
to conduct scenario-based and perturbation-based analysis, as well as sensitivity studies.

We have deliberately not provided information about the network shown in Fig. 1 because the
proposed architecture is network independent. When coming to realisation issues this independence
is not a necessity, since if a simulator is used, the whole system can be implemented in a tightly-
coupled manner inside the simulator. We argue that it is equally important for an IP TE system
to be validated and tested over real networks, since Tra�c Engineering is an applied discipline in
its nature.

The key idea behind the realisation is to implement our tra�c engineering system in such a
way that it could be used with both a simulated and a real network. By decoupling the simulator
from the TE system we increase the degrees of freedom in terms of experimentation and validation
scenarios at the price of additional implementation e�ort. The decoupling of the network and the
TE system is illustrated in Fig. 2. We are using the U.C. Berkeley NS [13] (Network Simulator)
and add management capabilities to it. Note that to the system we proposed we only have to add
an interface to the simulator9. By removing this simulator-speci�c interface we can use it on a real
network. The real network in our case is a testbed that we are maintaining at our research centre,
and which consists of PC-based routers.

9 We also use a proprietary management protocol between the simulator and the interface.
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Fig. 2. Experimentation and validation scenarios: (a) using a simulated network, (b) using a real network.

Implementation issues include two parts: to provide the simulator with the management inter-
face, and to build of the various components of the TE management system. We are building the
management system components by using a Distributed Processing Environment (DPE).10 In ad-
dition, we are working on how to make the constraint-based TE algorithms distributed. Note that
the TE system needs very careful design and implementation, particularly the parts that need to
interact with external entities, in order to ensure interoperability when used in di�erent scenarios.

6 Conclusions

In this paper we have presented an approach for IP Tra�c Engineering using the concept of
Explicitly Routed Paths. In this approach we have assumed that the Di�erentiated Services model
is provided over connection-oriented layer 2 technologies such as MPLS.

We �rst provided a precise de�nition of the relevant resource optimisation problem, including
its mathematical formulation. In order to cope with the problem complexity, we have decomposed
the problem into three sub- problems: topology design, layout design and dimensioning. For long
term solutions we have proposed heuristics for each of these sub-problems, including an initial
design of the relevant algorithms. We argued that an e�ective IP TE management system must
be both reactive and proactive, therefore we have also catered for dynamic control actions to cope
with small timescale changes.

Furthermore, we proposed a high-granularity functional architecture of a management system
which orchestrates the TE activities, in cooperation with control functions such as constraint-based
routing. This management system, though decoupled from the network and logically centralised, we
argue it should be physically distributed in order to cope with scalability, react timely to network
events and avoid tra�c concentration around a single node.

In order to test our algorithms and validate the overall approach in providing e�ective and
e�cient IP TE solutions, we propose an approach in which we will use a management system both
over a simulated network, in order to capture extreme conditions, and over a real testbed, in order
to validate the approach under real world scenarios.
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