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PRO V IDING RAT E GU ARAN T EES FOR
IN T ERNE T APPLICAT ION TRAFFIC

ACROSS ATM NE TWORKS

synchronous Transfer Mode (ATM) has been cho-
sen as the transport technology for the broadband
integrated services digital network (B-ISDN). ATM
is a connection-oriented switching technology uti-

lizing statistical multiplexing of fixed-length packets, known as
cells. ATM was originally designed as a wide area network
(WAN) backbone technology offering traffic integration of
almost all communication types including voice, video, and
data transfer. 

The Transmission Control Protocol/Internet Protocol
(TCP/IP) [1] is the most widely used protocol suite in comput-
er communications. TCP [2] provides a reliable, connection-
oriented, byte-stream transport service using varying-length
segments. IP is a connectionless network protocol using vary-
ing length packets [1]. Unfortunately, TCP/IP has no notion
of traffic requirements comparable to the negotiation of Qual-
ity of Service (QoS) parameters in ATM. Since a large num-
ber of different workstations and hosts are interconnected
using TCP/IP protocols, ATM-based networks must also be
capable of carrying traffic of and supporting those protocols.
Thus, solutions using ATM as the underlying transport tech-
nology for TCP/IP are of great importance, since the wide
variety of TCP/IP applications could then be used without
modification.

ATM technology is intended to support a wide range of
services. Five different ATM service categories have already
been defined. These service categories relate the traffic char-

acteristics and QoS requirements to the network behavior.
The constant bit rate (CBR) and real-time variable bit rate
(rt-VBR) are intended for real-time applications, while the
non-real-time variable bit rate (nrt-VBR), the available bit
rate (ABR), and the unspecified bit rate (UBR) are intended
for non-real-time applications [3]. However, since TCP/IP
applications fail to specify the traffic parameters that are
needed by most of the ATM services, they tend to use the
UBR service. The latter does not provide any rate, cell loss
ratio (CLR), or delay variation guarantees and can thus be
characterized as a “best effort” service. As the UBR service
does not implement any congestion control mechanisms,
ATM cells are discarded whenever switch buffers overflow,
leading to poor performance for the application traffic.

The guaranteed frame rate (GFR) service, originally called
UBR+ [4], is intended to overcome the performance degra-
dation problems faced by applications using the UBR service.
The main motivation behind the introduction of GFR was to
retain the simplicity of UBR, while providing an enhanced
service to the end systems. The main advantage of GFR over
UBR is that it allows a minimum guaranteed bandwidth to be
associated with each virtual channel (VC) connection, under
the assumption of a maximum packet size. Notable differ-
ences from UBR are that it explicitly requires the end systems
to transmit frames1 and also requires the ATM switches to be
aware of the frame boundaries. This means that congested
ATM switches should normally discard entire frames instead
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of discarding individual cells. In case an incomplete
frame is delivered, the network should try to deliver
the last cell of that frame to indicate the end of the
frame. Frames are delivered at the receiving end con-
forming at least to a minimum cell rate specified in a
traffic contract. Any frames sent in excess of the traf-
fic contract are delivered within the limits of the fair
share of the available bandwidth left over from high-
er-priority connections.

The interaction between ATM and the applica-
tions running over it can be minimal, leading to a
large extent in preserving their simplicity. The prima-
ry application suited for use of GFR is LAN intercon-
nection via ATM backbone networks, offering more
flexibility than traditional leased lines. The backbone
networks can either be private, e.g., an ATM corpo-
rate backbone interconnecting several local area networks
(LANs), or public, e.g., an ATM backbone interconnecting
several Internet service provider (ISP) networks. A GFR VC
can be used to transport the traffic of multiple TCP/IP con-
nections between the LANs, offering the possibility of provid-
ing virtual private network (VPN) services. Each VC can
always transmit at the minimum guaranteed bandwidth, even
if the network is congested, and will be able to transmit at a
higher rate when the network is not congested. GFR could
also be useful to IP routers separated by ATM networks,
where GFR VCs can be used to carry aggregated traf fic
between the routers.

Complex mechanisms need to be implemented inside the
ATM switches so that GFR guarantees can be supported. We
can separate GFR mechanisms into two groups. The first
group includes all the FIFO-based (first-in-first-out) mecha-
nisms that use tagging and buffer management to allocate a
portion of the FIFO buffer space to each connection. The sec-
ond group includes scheduling disciplines for providing rate
guarantees. In addition, policing methods are used to isolate
the traffic sources from each other. 

This article provides a tutorial overview of GFR that is fur-
ther expanded with a survey on the research work that has
been done toward GFR’s definition and implementation. A
number of representative mechanisms that have been pro-
posed for implementing the GFR service in ATM switches are
discussed and compared based on conclusions deduced from
simulation results. These mechanisms are a combination of
different buffer management and scheduling schemes, togeth-
er with service conformance and QoS eligibility test mecha-
nisms. There is a wide spectrum of possible GFR
implementations in the literature, where each implementation
varies in terms of performance and complexity. The most
basic of these implementations are covered in this article.

The reader is expected to have an understanding of the
basic concepts of both ATM and TCP/IP.

ATM SERVICE CATEGORIES

ATM provides the CBR, rt-VBR, nrt-VBR, ABR, and
UBR services in order to support applications with a wide
variety of requirements. These services differ significantly in
terms of their characteristics and QoS requirements. Precisely
defined guarantees for the bit rate, delay, and cell loss are
provided by the CBR and rt-VBR services, while less strict
requirements are provided by the ABR and nrt-VBR services.
The UBR service category does not provide any QoS guaran-
tees. 

GFR is a major enhancement to UBR and has been elect-
ed as a new ATM service category [5]. Nevertheless, GFR dif-

fers considerably from UBR in that it provides minimum
bandwidth guarantees, whereas UBR does not.

In the following sections, we discuss the UBR and GFR
service categories.

THE UNSPECIFIED BIT RATE SERVICE CATEGORY

The UBR service category does not offer any service guar-
antees to the end-system applications that use it. These appli-
cat ions are allowed to send any amount  of data, but the
network does not provide any guarantees for the cell loss ratio
or for the delay variation that the traffic might experience.
UBR is, therefore, used for non-real-time or elastic applica-
tions, such as TCP/IP-based file transfer, which do not require
any tightly constrained delay or delay variation.

UBR does not mandate any congestion-control mecha-
nisms. These may be performed by higher layers (e.g., the
TCP layer) at the end systems. The ATM switches will discard
cells when their buffers overflow. The absence of network-
based congestion control can therefore lead to poor perfor-
mance for the applications.

To improve performance, many discard policies have been
proposed. The early packet discard (EPD) policy is generally
considered the most efficient. If congestion occurs at the ATM
switch, the EPD policy drops complete IP packets instead of
individual cells or partial packets, as does the partial packet
discard (PPD) policy [6]. As a result, the number of incom-
plete IP packets2 that are transported over the network is min-
imized and better network utilization is consequently achieved.
The EPD mechanism uses a static threshold R that is less than
the buffer size. When mild congestion occurs, i.e., the buffer
occupancy B O exceeds the threshold R, all the cells from newly
arriving packets are dropped. The cells that belong to partially
received packets are held for switching as long as there is
enough space in the buffer, as illustrated in Fig. 1.

The UBR service is used extensively by TCP/IP-based
applications. However, the absence of network congestion
control mechanisms leads TCP/IP applications to experience
low performance and high unfairness when congestion occurs.
Simulations have shown that EPD can improve the efficiency
of TCP but not its fairness to different connections [7].

THE GUARANTEED FRAME RATE SERVICE CATEGORY

The GFR service [5, 8] is designed to provide, with high
probability, packet-based or frame-based applications (e.g.,
TCP traffic) with a minimum guaranteed cell rate through an
ATM network. A key assumption is that the frame length

■ FIGURE 1. The EPD buffer policy.

2 Each IP packet corresponds to one AAL5 PDU/frame.
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does not exceed a maximum frame size (MFS) in a burst that
does not exceed a maximum burst size (MBS) [5, 8]. The
GFR service also allows the user to send traffic in excess of
the agreed minimum cell rate (MCR) and the associated
MBS, but the excess traffic will only be delivered within the
limit of available resources. 

GFR service guarantees are based around AAL5 frames,
and under congestion the network aims to discard complete
frames, a function known as frame discard [5], instead of dis-
carding arbitrary cells. However, in case an incomplete frame
is delivered by the network, the last cell of that frame should
also be delivered to indicate the end of the frame. GFR only
applies to VCs since frame delineation is not generally visible
in a virtual path connection (VPC). Frame delineation inside
the network takes place at every ATM switch by detecting the
AAL5 PDU boundaries. The detection is done by examining a
particular bit in the payload type (PT) field of each cell head-
er. All the cells of the same frame have this bit set to 0 except
from the last cell, which has its bit set to 1 to indicate the end
of the frame.

Apart from the minimum cell rate guarantees, VCs using
the GFR service are expected to be able to fairly use any
additional bandwidth left over from higher-priority services. In
other words, if the end system sends frames at a cell rate less
than or equal to the minimum guaranteed cell rate, then all
the frames are expected to be delivered at the receiving end
with minimum loss. If the end system sends frames at a cell
rate higher than the guaranteed cell rate, then the receiving
end should receive at least the minimum cell rate. Excess traf-
fic will be delivered within the limits of available resources in
a best-effort manner. Moreover, the service specifies that the
excess traffic from each user should receive a fair share of the
unused network bandwidth. From the network point of view,
supporting the GFR service demands that the network must
be capable of supporting a minimum cell rate for all existing
connections and under all possible conditions. The network
should treat identical connections, i.e., connections with the
same QoS requirements and traffic contract, in the same way
and provide similar final service (fairness).

As with the other ATM service categories, a traffic con-
tract must be specified for a GFR connection. The GFR traf-
fic contract is composed of four parameters:
• Minimum cell rate (MCR) and associated cell delay vari-

ation tolerance (CDVTM C R): the minimum cell rate
agreed between the end systems and the network for a
specific ATM connection.

• Peak cell  rate (PCR) and associated CDVTP C R: the
upper bound on the cell rate, at which traffic can be sub-
mitted on an ATM VC.

•Maximum frame size (MFS): the
maximum AAL5 frame size in cells.

•Maximum burst size (MBS): the max-
imum number of cells  that  may
arrive at a rate equal to the PCR.
The CDVT is the measure of depar-

ture from exact periodicity of cell arrival
on a specific ATM VC.

The MCR is the rate at which cells
are produced by the segmentation of
frames and it must be strictly less than
the PCR. The size of the frames should
be at most equal to the MFS in order to
be considered for GFR guarantees, and
the MBS should be strictly greater than
the MFS. The MFS is actually related to
the protocols used above the AAL5 layer.
For example, the default maximum trans-

mission unit (MTU) for classical IP over ATM is 9188 bytes,
or 192 cells including the 28 bytes of AAL5 overhead [9], indi-
cating an MFS of the same size.

The PCR, MCR, MBS, and MFS parameters, together
with the CDVT, are defined at the time of subscription of a
permanent connection or, in the case of switched connections,
they are carried in an ATM traffic descriptor field of the
SETUP message at connection control, via ATM signalling
[10]. The calling user has the options to negotiate the above
parameters with the network, to use default values, and even
to define minimum acceptable values that can be used by the
network during the call establishment procedures in the case
where the requested traffic contract cannot be satisfied. The
CDVT may be chosen by the network, and it  takes into
account any perturbation that may affect the conformance of
the traffic to its traffic contract, e.g., cell multiplexing occur-
ring at end systems. 

The requested GFR guarantees are associated directly
with the MCR, MBS, and MFS parameters, which can be
very easily determined provided the traffic source character-
istics are known. However, the end system needs to be aware
of the existence of the underlying ATM network in order to
request an ATM VC connection with GFR capability. It is
likely that a GFR service user may not be able to specify the
traffic source characteristics that are necessary to define the
above parameters. In that case, using default values for the
MCR and MBS, or choosing, based on heuristics, the values
of the basic parameters corresponding to the traffic source
characteristics, is an important research issue [11, 12]. When
the GFR service is used particularly for LAN or router inter-
connection via an ATM infrastructure, then the LAN edge
devices at  the user-network interface (UNI) is the only
equipment that needs to “understand” GFR. This is illustrat-
ed in Fig. 2.

METHODS FOR SUPPORTING
RATE GUARANTEES

Generally, there are three basic approaches that can be
used to provide network-level QoS to applications and to
enable a number of users to efficiently use and fairly share the
available network bandwidth. These are:
• Policing
• Buffer management
• Scheduling

Various combinations of these methods can lead to a wide
spectrum of possible GFR implementations. In the following
subsections, we will briefly describe these methods.

■ FIGURE 2. Location of “GFR-aware” edge devices.
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POLICING

The policing method is used for tagging non-con-
forming cells so that the conforming and non-con-
forming traffic can be distinguished. Tagging is
done by converting the CLP bit of the ATM cell
header from 0 to 1. As the tagged cells are assumed
to have violated the traffic contract, they are not
considered eligible for rate guarantees. Therefore,
subsequent mechanisms, such as buffer manage-
ment, will forward untagged cells in preference to
tagged cells. Tagging should be performed at the
frame level, i.e., all the cells of a frame should be
identically tagged.

Tagging is generally performed in the network
and must be signalled during connection establishment. How-
ever, tagging can be performed by the source end system in
order to indicate less important frames, in which case it is
called marking. This scheme can provide higher priority to
frames that carry more important information. Alternatively,
tagging may be performed at the ingress of the network. It
should be noted that when a network element receives a
tagged cell, it cannot distinguish whether the cell has been
tagged by the end system or by the network. 

Finally, tagging methods take into account the traffic eligi-
bility criteria, as well the network congestion, in order to
improve the fairness in the allocation of the unused bandwidth.

BUFFER MANAGEMENT

The purpose of buffer management schemes is to control
the number of cells stored in the network element buffer.
These methods aim to satisfy the cell loss requirements of the
different services, and to utilize the buffer as efficiently as
possible. Therefore, the buffer management mechanisms
decide whether an arriving cell should be stored or discarded. 

In the event of congestion, the buffer management meth-
ods always discard the tagged cells in preference to the
untagged cells. Schemes that are more complex may push low-
priority cells out of the buffer in order to free space for stor-
ing high-priority cells.

The buffer management schemes may organize the switch
buffer into a number of logical buffers, each of which is asso-
ciated with a specific connection (per-VC queuing). In addi-
tion, per-VC accounting may be used to control the buffer
space that each VC occupies. Per-VC accounting consists of
maintaining a per-VC variable, which reports the current
queue occupancy of each active flow sharing the  output
buffer. Hence, different connections can be handled different-
ly. Cell discarding can be based on queue-specific occupancy
thresholds. These schemes can potentially provide the needed

traffic isolation, but they are more difficult to implement in
the network elements. 

SCHEDULING

Scheduling mechanisms determine when and in which
order per-VC queues should be served. The scheduler can
control the outgoing rate of individual VCs and thus ensure
that the individual connections use a fair portion of the avail-
able bandwidth. The scheduling schemes usually control only
the bandwidth that one connection occupies in a link, and do
not provide explicit delay guarantees to the traffic. However,
in most of these cases, the rate guarantees result in end-to-
end delay guarantees. More complex implementations can
provide explicit guarantees in terms of minimum cell rates
and maximum end-to-end delays [13].

The scheduling schemes can be implemented together with
buffer management mechanisms, as illustrated in Fig. 3. 

How the above methods can be used to provide the GFR
capability is discussed in the next section.

MECHANISMS FOR PROVIDING
GFR GUARANTEES

Minimum rate guarantees are provided by a set of three
mechanisms that independently control the cell flow. These
mechanisms are based on the design methods mentioned pre-
viously and usually implement a combination of these meth-
ods. In other words, a mechanism may use specific policing,
buffer management, and scheduling implementations to pro-
vide minimum rate guarantees.

In the following subsections, we describe these mechanisms
according to the sequence in which they may be implemented.
Figure 4 shows a graphical representation of these mecha-
nisms.

SERVICE CONFORMANCE MECHANISM

A first step in providing QoS, such as
providing basic rate  guarantees, is to
ensure that traffic from a misbehaving
connection will  not  affect the  other
already established connections . The
usage parameter control (UPC) function
is responsible for this task. The UPC is a
set of actions that constantly monitor the
network traffic from all the active VCs
and ensure that the traffic of the connec-
tions remains conforming with the nego-
tiated traffic contract. These actions deal
with checking the validity of the virtual
path ident ifier (VPI) and the vir tual■ FIGURE 4. The fundamental components of a GFR mechanism.

■ FIGURE 3. Typical arrangement of the buffer management and scheduling
mechanisms.
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channel identifier (VCI), and monitoring the traffic entering
the network from active3 VCs or virtual path connections
(VPCs) in order to ensure that the parameters agreed upon
are not violated. In case of traffic violation, i.e., cells sent in
excess of the traffic contract, the UPC mechanism may tag or
discard the non-conforming cells. The UPC is usually per-
formed at the UNI. When performed at the network node
interface (NNI) it is called network parameter control (NPC)
[5].

As was previously outlined, GFR guarantees a minimum
cell rate service to frames that do not exceed the maximum
frame size. Therefore, the GFR UPC performs the following
roles:
• Verifying that the frame size is not greater than the maxi-

mum allowed frame size.
• Verifying that the end systems send traffic that conforms

to the PCR and CDVTPCR traffic parameters.
• Verifying that all the cells of a frame are tagged identi-

cally.
The UPC mechanism may tag or discard cells that belong

to frames sent in excess of the PCR parameter, i.e., non-con-
forming frames. Note that, according to the GFR definition,
all the cells belonging to the same frame must be tagged iden-
tically. However, when the first cell of the frame is received,
the UPC mechanism is unable to predict whether all the suc-
ceeding cells will be conforming or not. Thus, the cells of non-
conforming frames are usually discarded. Additionally, the
UPC discards the tail cells of frames that exceed the maxi-
mum frame size.

The GFR UPC may be based on the generic cell rate algo-
rithm G C R A (T, τ). The GCRA is used to define confor-
mance with respect to the traffic contract that controls the
maximum cell rate. The GCRA has two parameters, T and τ,
and it times the arrivals of cells as follows. 

The theoretical arrival time of a cell is defined as T A T. If
the next cell arrives before T A T – τ , then the algorithm
G C R A (T, τ) declares that cell to be non-conforming, and
T A T is unchanged. If it arrives at time t ≥  T A T – τ, then the
cell is conforming and the algorithm resets the value of T A T
to m a x{t, T A T} + T. Figure 5 illustrates the three possible
cell arrival events. 

To restrict the maximum cell rate to the PCR and its asso-
ciated CDVTP C R the G C R A( 1 /P C R, C D V TP C R) algorithm is
used.

Additional tests verify the conformance of the traffic with
the MFS and with the cell tagging requirements. We will not
elaborate more on the GFR UPC mechanism or its imple-
mentation. However, representative pseudo-code can be
found in [14]. 

QOS ELIGIBILITY TEST MECHANISM

The frame-based generic cell rate algorithm (F-G C R A) is a
modification of its widely known GCRA counterpart, and is
used by the network to identify the conforming frames that
should be eligible for service guarantees. More accurately, the
F - G C R A (T, f) mechanism is determined by the parameters
T = 1/M C R and tolerance f ≥  B T + C D V TM C R where the
burst tolerance is

The T value is related to the MCR parameter of the GFR

traffic contract, while the tolerance f takes into account the
bursty characteristics of the traffic and the delay variations in
the network. Additionally, the P C R is strictly greater than the
MCR and

The MCR should strictly be greater than zero, otherwise in
the case where the MCR is set equal to zero, there are no eli-
gible frames and therefore the F-GCRA test does not apply.

The F-GCRA algorithm can be described by the pseudo-
code given below [5]:

/* Initialization at the arrival of the 
first cell at time ta after the 
establishment of the GFR connection. */
X = 0
LCT = ta
passed = false

/* At the arrival of the first cell of a 
frame at time ta. */
X’ = X – (ta- L C T )
if (X’ > f) or (tagged cell)

/* tag cell */
passed = false

e l s e
/* cell is conforming */
passed = true

e n d i f

if (passed) then
/* cell is conforming hence 
deposit token in bucket and
update variables */
X = max(0,X’) + T
LCT = ta

e n d i f

/* At the arrival of it h cell 
of the frame at time ta. */
if (passed) then

/* cell is conforming hence 
deposit token in bucket and 
update variables */
X’ = X – (ta – LCT)
X = max(0, X’) + T
LCT = ta

e n d i f

The F-GCRA mechanism consists of a bucket of tokens,
whose capacity is given by the leaky bucket counter. The
counter is denoted by the non-negative variable X. X is initial-
ized to zero when the connection is established. The bucket
drops a token every T = 1/M C R, or in other words, drains out
at a constant rate equal to the MCR. At the time of arrival ta
of the first cell of the frame, the variable X ’, measuring the
guaranteed service granted in excess of the MCR, is calculat-
ed according to the last conformance time L C T. If the bucket
is filled with tokens up to the limit f , i.e., X ’ ≤  f, then the cell
is considered conforming. In this case, the auxiliary variable
p a s s e d is set to t r u e, one token is deposited in the bucket
according to X = m ax(0 ,X’) + T, and L C T is set to the cur-
rent value of ta. Each subsequent cell of the conforming frame
updates X ’ with respect to its arrival time ta and also con-
sumes a token from the bucket when the cell is forwarded,
thus updating the variable X accordingly. L C T is then set

MBS ≥1 +
MFS ⋅ PCR
PCR – MCR

 .

BT = MBS –1( ) ⋅
1

MCR
–

1
PCR

 
 

 
  .

3 A VC is said to be active if at least one of its cells is residing in the switch

buffer.
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equal to the new ta. Otherwise, if at the time of arrival of the
first cell of the frame the bucket is filled up with tokens that
exceed the limit f, or this cell is tagged, then all the cells of
the frame are considered non-conforming, i.e., p a s s e d is set to
f a l s e. These cells may be tagged, if the end system allows net-
work tagging, or discarded. None of these cells consumes a
token in the bucket when forwarded. It should be noted that
the tagged cells are considered a priori non-eligible for rate
guarantees. Thus, the arrival of a tagged frame, i.e., a non-
conforming frame, will not increase the number of tokens in
the bucket. 

The algorithm described above is the one proposed by the
ATM Forum [5]. However, at this point it is interesting, for
comparison purposes and as background information, to men-
tion the QoS eligibility test mechanism that was initially pro-
posed [4]. This mechanism was widely used in the simulations
presented in relevant published papers and was also based on
a modification of the GCRA mechanism. Like GCRA, it con-
sisted of a bucket that was filled with tokens at an MCR rate.
If at the time of arrival of the first cell of a frame the number
of tokens in the bucket was greater than M B S/2, then all the
cells of the frame were considered eligible. Each of the cells,
when it was forwarded, consumed a token from the bucket.
Otherwise, if at the time of arrival of the first cell of a frame
there were fewer than M B S/2 tokens in the bucket, the frame
was considered non-eligible. The cells of this frame could be
tagged or discarded, and none of them consumed a token
from the bucket when they were forwarded. The value of
M B S/2 corresponded to one frame measured in cell units, as
the B T parameter was set to twice the frame size. The pseu-
do-code for these implementations can be found in [15].

Depending on whether network-based tagging is allowed,
two conformance definitions have been defined for GFR,
namely GFR.1 and GFR.2.

Under the GFR.1 conformance definition, the GFR ser-
vice user may request that tagging is not performed by the
network. This means that it is up to each ATM switch along
the network path to choose which CLP = 0 frames will be eli-
gible for minimum cell rate guarantees and which could be
discarded (non-eligible frames) as part of the excess traffic, if
congestion occurs.

On the other hand, GFR.2 allows network tagging and

therefore the F-GCRA test may be used by the network to tag
non-eligible frames. The ATM switches in the network can
rely on the CLP bit to distinguish between eligible CLP = 0
and non-eligible CLP = 1 frames so as to provide the neces-
sary minimum guarantees. Non-eligible traffic will be deliv-
ered by the network on a best-effort basis.

It is anticipated that GFR.1, in contrast to GFR.2, will
require implementation of sophisticated mechanisms in every
ATM switch along the network path to inhibit CLP = 1 traffic
from affecting the provision of MCR guarantees to CLP = 0
traffic. On the other hand, if network-based tagging, i.e.,
GFR.2, is allowed, it is possible that it can influence to some
extent the level of the GFR service being provided, if tagging
decisions are exclusively based on the F-GCRA test without
taking into consideration congestion conditions. Fair alloca-
tion of the available bandwidth to excess traffic could then be
affected.

Finally, it is important to clarify that a network that sup-
ports GFR guarantees does not provide rate services precisely
to the frames/cells that are considered conforming by the
F-GCRA mechanism. The network has to provide the sup-
ported service for at least a number of cells equal to the num-
ber of conforming cells according to the F-GCRA mechanism
[5]. Consequently, some of the conforming frames occasional-
ly may not receive the GFR service guarantees.

FRAME FORWARDING MECHANISM

The frame forwarding mechanism is the most complex part
of a GFR mechanism. It is composed of two main parts that
operate in sequence. First, the arriving cells are stored into
the network element buffers according to the information pro-
vided by previous ly applied policy mechanisms, such as
F-GCRA. Second, the buffered cells are forwarded to the net-
work.

A frame forwarding mechanism can be characterized by its
buffering, e.g.,  per-VC queuing, and its scheduling, e.g.,
weighted round robin (WRR), schemes. Usually, the more
complex these schemes are, the more effectively the rate guar-
antees can be supported. On the other hand, it should be
pointed out that GFR mechanisms should require minimal
modifications to the network elements. Therefore, simple
mechanisms are always preferable. 

Finally, it  should be noted that the frame forwarding
mechanisms are often inaccurately considered as mechanisms
that provide GFR service guarantees. This is a misconception,
since without the service conformance and the QoS eligibility
test mechanisms a frame forwarding mechanism is unable
alone to sustain the GFR services.

SWITCH DESIGN OPTIONS FOR
SUPPORTING GFR GUARANTEES

This section gives an overview of a number of representa-
tive frame forwarding mechanisms that have been studied and
have been proposed for implementation in ATM switches in
order to support the GFR service category. Also presented
are descriptions of the design of the different mechanisms
together with simulation results and comments about whether
it is possible to provide minimum bandwidth guarantees. 

Since TCP/IP application traffic is the target traffic type to
be conveyed over GFR VCs, simulations have been carried
out to evaluate the performance of TCP over GFR. The basic
conclusions from these simulations are provided as they indi-
cate which forwarding mechanisms deserve to be considered
for a GFR implementation. It should be pointed out that we

■ FIGURE 5. (a) nth cell is too early and non-conforming; (b) nth

cell is early but conforming; (c) nth cell is conforming.
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make an attempt to summarize the most important conclu-
sions deduced from the referenced simulations without going
into extreme details that can otherwise confuse the reader. A
more detailed analysis is beyond the scope of this article. The
reader can consult the papers and contributions listed in the
references to find more detailed information about the simu-
lations that were used.

The reader should pay attention to the fact that GFR
does not guarantee TCP throughput. However, guaranteed
bandwidth at the frame level may yield TCP throughput per-
formance that is proportional to the guaranteed minimum
cell rate. This is something that depends on the GFR service
conformance definitions used. It also depends on the right
choice of the GFR traffic contract parameters so that they
reflect the source TCP traffic characteristics as accurately as
p o s s i b l e .

For a given lossless TCP connection, the maximum TCP
throughput that can be achieved is proportional to the con-
gestion window and to the inverse of the connection round-
trip time. How the congestion window changes over time
depends on the current congestion control phase which in
turn depends mainly on the packet loss that may occur dur-
ing the duration of the connection, as well as the round-trip
time [16, 17]. 

If we now want to guarantee TCP throughput by request-
ing the GFR service with a specific MCR, we must allow
the TCP congestion window to increase up to the value W
that corresponds to the requested MCR. Any TCP “frames”
sent with a window size larger than W will be tagged and
delivered on a best-effort basis. If congestion occurs the
tagged frames will be discarded. Considering the fact that
the maximum allowed window size corresponding
to MCR is W, MBS can be set to W . m, where m
is the frame size in ATM cells [11]. It should be
noted, however, that this sizing rule is a simplistic
heuristic formula rather than a proven rule with
evident accuracy. 

SIMULATION SCENARIOS

Due to the nature of this article, it is not possi-
ble to describe all the simulation scenarios that
are mentioned in this article. Most simulation sce-
narios are based around similar network topolo-
g ies  such as the one illus trated in Fig . 6. Each
paper utilizes a different set of network compo-
nents  and parameters (e .g .,  number of  TCP
sources  and s inks ,  numbe r of  routers,  d i scard
thresholds, link delay, l ink capacity, etc .). TCP
characteristics, such as  TCP version, maximum
window s ize, retransmission mechanism, t imer

granularity, use of delayed acknowledgements,
etc., also differed among the papers. The TCP
versions, whose performance was evaluated, were
TCP Tahoe, Reno, and SACK [18].

Consequently, these differences in the simula-
tion configuration among the various papers make
it difficult to draw general conclusions about the
effectiveness of the stated mechanisms. The read-
er, though, should not forget that the main target
application for GFR is LAN interconnection, and
hence the simulation scenarios corresponding to
such an application should normally be selected
for the correct evaluation of the mechanisms. Not
all contributions and papers use this approach,
h o w e v e r .

FIFO-BASED WITH FRAME TAGGING

The simplest mechanism that has been proposed is a
FIFO-based mechanism with policing (tagging). It consists of
a single buffer logically divided into three parts with the use
of two thresholds, namely the low buffer occupancy (LBO)
and the high buffer occupancy (HBO), as shown in Fig. 7 [4]. 

The cell drop pol icy, which is known as double-EPD,
depends on the buffer occupancy (BO) variable that deter-
mines the maximum number of cells residing in the buffer.
When the buffer is unloaded, i.e., the BO is below the LBO
threshold, all the cells are queued. As the BO exceeds the
LBO, yet still remains below the HBO threshold, all the cells
belonging to newly arriving tagged frames are discarded.
Untagged and tagged cells belonging to partially accepted
frames are stored. The tagged cells are always discarded in
preference to the untagged cells. The cell drop decisions for
the first cell of a frame and for subsequent cells of the same
frame for an example implementation are summarized in
Tables 1 and 2, respectively.

Finally, as the BO exceeds the HBO threshold, only the
untagged cells belonging to the partially accepted packets are
stored. The HBO threshold is identical to the classical EPD
threshold. In summary, as the BO exceeds the LBO and HBO
thresholds, the cell drop policy becomes gradually stricter and
cells are likely to be discarded [19].

Pappu and Basak argued that a FIFO-based mechanism
with policing is insufficient to provide GFR guarantees. Using
VCs with a single TCP connection per VC, they found in their
simulations that sources with high MCR failed to make use of
their proportion of the bandwidth [15].

■ FIGURE 6. A typical network configuration used in the simulations.

■ FIGURE 7. The FIFO-based with frame tagging mechanism.
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Nonetheless, Bonaventure in [19] found that when
several TCP connections are multiplexed by a router on
a single VC — which actually forms a more realistic sce-
nario than the previous one — the MCR can be utilized.
In addition, the sources attached to each router were
much influenced by the MBS. With large MBS, e.g., 20
times the MFS, the sources could utilize their reserved
bandwidth and the influence of the router-to-router
delay was limited. In [14] the influence of the TCP con-
gestion control mechanism on TCP performance was
studied. Among the various different versions of TCP
that were examined with the particular GFR forwarding
mechanism analyzed here, the SACK TCP [20] demon-
strated the best performance, although the results were
considered far from being satisfactory. It was also shown
that apart from the coarse TCP timer granularity, one of
the main factors leading to a severe TCP throughput
performance degradation is the use of a modified GCRA
at the network ingress to tag the frames for a FIFO-
based switch. The reason given for the observed behav-
ior was that TCP had difficulties in adapting its rate to a
traffic contract enforced by the F-GCRA. It was, there-
fore, proposed that if FIFO-based switches are to be
maintained, tagging should be done inside the network
and not at the network access point. Furthermore, the
TCP throughput was not found to be particularly affect-
ed by other GFR traffic sharing the link as well as of the
threshold HBO. Small values of the LBO produced somewhat
better results for a TCP with small granularity timer. Finally,
the value of the TCP maximum segment size (MSS) did not
have any effect on TCP throughput, provided the MSS was
the same for all TCP sources. Different MSS values among
TCP sources reduced the throughput fairness significantly, as
the sources with larger MSS achieved better throughput per-
formance [14].

FIFO-BASED WITH
FRAME TAGGING AND PER-VC QUEUING

Its frame forwarding mechanism is an enhancement of the
simple FIFO-based counterpart. In this mechanism, the switch
buffer is divided into a number of logical queues, where each
queue is associated with a specific VC (per-VC queuing), as
depicted in Fig. 8. 

As in the previous implementation, two thresholds, LBO
and HBO, are used to partition the logical buffer into three
different parts. Furthermore, per-VC thresholds R i

are set in accordance with each VC’s MCR. These
thresholds are specified when the VCs are established
and they remain static for the duration of the connec-
tion. When switch congestion occurs, i.e., the buffer
occupancy exceeds the threshold HBO, each connec-
tion can store a newly-arriving untagged frame if
there are not many of its cells in the buffer. This is
illustrated in Fig. 8, where cells from only VC1, i.e.,
currently the VC i for which the queue length is less
than R i, are accepted in the buf fer. As shown in
Table 3, in case of mild congestion the drop decision
for the first cell of an untagged frame is conditional.
In [21] it was shown that the obtained TCP through-
puts were in proportion to the allocated weights and
that the link utilization was always close to 100 per-
cent.

An approach that provides rate guarantees to indi-
vidual or a set of flows with a FIFO scheduler simply
by relying on a simple buffer management scheme has
also been proposed and analyzed in [22].

FIFO-BASED WITH
FRAME TAGGING AND FBA (PER-VC ACCOUNTING)

This mechanism uses a sophisticated buffer allocation
scheme called fair buffer allocation (FBA). FBA tries to
divide the buffer occupancy fairly among the active connec-
tions. Therefore, the per-VC congestion thresholds change
over time as a function of the connection buffer occupancy
and of the free buffer space. As the incoming cells are stored
in the FIFO buffer, rate guarantees can be achieved only if
the buffer is divided in accordance with the per-VC MCR
traffic parameters.

Goyal et al. investigated in [7] whether the FIFO-based
mechanism would be adequate for providing GFR guarantees
if it was enhanced with an FBA scheme presented in [23]. The
frame discarding decision was based on the following condi-
tions: 

■ FIGURE 8. The FIFO-based with frame tagging and per-VC queuing
mechanism.

■ Table 1. Cell drop decision at the arrival of a new frame.

Untagged Accept Accept Discard

Tagged Accept Discard Discard

Buffer BO<LBO HBO<BO
occupancy unloaded buffer LBO<BO<HBO mild congestion 

■ Table 2. Cell drop decision for subsequent cells.

Untagged Accept Accept Accept

Tagged Accept Accept Discard

Buffer BO<LBO HBO<BO
occupancy unloaded buffer LBO<BO<HBO mild congestion 

■ Table 3. Cell drop decision at the arrival of a new frame (II).

Untagged Accept Accept Conditional

Tagged Accept Discard Discard

Buffer BO<LBO HBO<BO
occupancy unloaded buffer LBO<BO<HBO mild congestion 
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where R is a static congestion threshold, Q i is the number of
cells that reside in the buffer of the ith connection, Na is the
number of active connections, Z is a scaling factor, and B i s
the maximum buffer size. The threshold R determines when
the buffer is congested. If the BO is less than the threshold R,
then no frames are discarded. When the BO is greater than R
an incoming frame is discarded if the connection has more
than its fair share of the buffer space. The discarding decision
is determined in the second condition, where

is a measure of the fair allocation of each connection. Fur-
thermore, it should be noted that

decreases as the free buffer space is reduced. The more the
buffer is congested, the more likely it is that the incoming
frames will be discarded. Simulation results showed that with
identical TCP sources there is a trade off between efficient
use of the buffer and its fair allocation to the TCP sources [7].
Fig. 9 illustrates how the parameters of the above mechanism
are used.

Basak and Pappu in [24] used a modified FBA scheme, ini-
tially proposed in [25], the weighted FBA, which allows
weighted sharing of buffer space among VCs. Each time a
new frame arrives, a congestion threshold, T h r s s(t)4,  is
assigned to the connection. The value of T h r s s(t) is a func-
tion of the unused buffer space and it is used in the packet
discard decision of the incoming flow. Two more thresholds,
LBO and HBO, are derived as a fixed fraction of the T h r s s(t).
The simulations that were carried out showed that the FBA
scheme can share the buffer space in accordance with the
weights but that the sharing is not tight enough. Hence, it was
suggested that this mechanism fails to share the buffer space
in proportion to the connection MCRs.

FIFO-BASED WITH
FRAME TAGGING AND WBA (PER-VC QUEUING)

Goyal et al. in [26] suggested the use of dynamic thresh-
olds, i.e., thresholds that are adjusted according to the buffer
occupancy. The buffer management scheme that was pro-

posed is called weighted buffer allocation (WBA).
The buffer is divided into two parts, loaded and
unloaded, with the use of a threshold R. Per-VC
queuing is also implemented and thresholds are set
in accordance with the connection MCR. When the
buffer is unloaded, all the frames are accepted. In
case of congestion, the frames may be dropped.
Tagged cells are stored only if the total number of
cells in the buffer is less than a dynamic threshold.
The discarding decision is based on the following
formula: 

(Qi – R . Wi) . Na < Z . (BO – R)

where Q i is the number of cells that reside in the
buffer of the ith connection, W i is a per-VC weight
set in accordance with the connection MCR, Na i s

the number of active connections, Z is a scaling factor, and
BO is the buffer occupancy. Furthermore, the decision to
store tagged cells in the buffer is also based on a dynamic
threshold defined from: 

Li < R . Wi

where L i is the number of tagged cells residing in the buffer.
Obviously, the more the buffer occupancy exceeds the thresh-
old R, the more difficult it is for a tagged cell to be stored. In
this way, the number of tagged cells is controlled. 

To summarize, only if there is enough space in the buffer
and there are few tagged cells residing in the buffer can more
tagged cells be stored. Furthermore, other drop policies such
as EPD can be used in conjunction with WBA when severe
congestion occurs.

Goyal et al. concluded that their mechanism is sufficient to
provide GFR guarantees only if the sources transmit equal
amounts of traffic.

FIFO-BASED WITH DFBA

Goyal et al. in [27] investigated whether FIFO-based mech-
anisms can provide GFR service guarantees to SACK TCP
traffic in networks with low link utilization. Multiple TCP con-
nections were multiplexed on each VC but the cells of differ-
ent frames within the connection were not interleaved. A
complex buffer management mechanism, called differential
fair buffer allocation (DFBA), was implemented for control-
ling the per-VC buffer occupancy. The DFBA scheme drops
cells in a probabilistic way according to static per-VC weights,
thresholds, and number of cells within the buffer. There is no
frame policy implementation, i.e., all the cells are untagged.
The simulations showed that the TCP throughput could be
proportional to the buffer allocation for each connection indi-
cating that GFR guarantees could be provided.

Goyal et al. also showed that the TCP throughput, which is
dependent on the TCP window size and the round trip time
(RTT), could be artificially controlled by dropping frames at
specific values of the window size. However, in practice the
network elements cannot control the TCP window size
because they are unaware of its dynamically changing value.
Nevertheless, the network elements can estimate the TCP
throughput by counting the number of cells stored in the out-
put buffer.

FIFO-BASED WITH VIRTUAL QUEUING

Siu et al. proposed an EPD variant using the virtual queu-
ing (VQ) technique [28]. Virtual queuing emulates the round-
robin (RR) buffer allocation provided by per-VC queuing on
a shared FIFO queue. According to this technique, instead of

Z ⋅
B – R

BO – R

BO
Na

BO > R  and  Qi ⋅
Na

BO
 
 

 
 > Z ⋅

B – R
BO – R

 
 

 
 

 
  

 
  

■ FIGURE 9. The FIFO-based with frame tagging and FBA (per-VC queu-
ing).

4 The congestion threshold, T h r s s ( t ), is a function of time t as it is evalu-

ated each time a new frame arrives at the ATM switch buffer.
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maintaining one queue per VC in the ATM switch
buffer, a single FIFO queue is used where a sepa-
rate “virtual” queue is implemented for each VC i

by maintaining a state variable M i for each VC i

(per-VC accounting). Each M i is incremented by
one when a cell arrives from VC i at the FIFO
queue, but is decreased in a round-robin fashion
when a cell departs from VC i , as if per-VC queu-
ing and round-robin scheduling disciplines had been
implemented. The EPD mechanism is then applied
to each “virtual” queue in the same manner as for a
normal queue.

The simulations conducted by Siu et al.  used
both TCP and UDP sources and concluded that
minimum cell rate guarantees could be supported by the
above mechanism, also allowing for the fair access of the
remaining bandwidth among the sources.

RR AND WRR SCHEDULING DISCIPLINES
WITH PER-VC QUEUING

The simplest (per-VC) scheduling discipline is the round
robin (RR), according to which all the queues are served in a
fixed order. If there are cells stored in a served queue then
the outgoing link will be used by the connection up to a pre-
determined time duration. If the queue is empty, the sched-
uler instantly serves another queue. Traffic parameters, such
as MCR, are not taken into account. Therefore, each VC
occupies a fraction of the outgoing link bandwidth, which
depends on the overall traffic of the VC trying to transmit. 

Intuitively, the RR scheduler cannot support the GFR ser-
vice, where each connection should be guaranteed at least the
MCR rate. Pappu and Basak in [15] showed with simulations
that RR is unable to support GFR guarantees. In the same
contribution, however, a more complex scheduler, called
weighted round robin (WRR), was simulated. With WRR,
each connection has a weight that is set proportionally to the
respective MCR, and is served accordingly by the scheduler. If
all weights are equal, WRR is equivalent to RR, as depicted
in Fig. 10. When the queue length is below the LBO, the
scheduler divides the entire bandwidth according to the ratio
of the weights of the VCs. If the queue length exceeds the
LBO threshold, but is still below the HBO, the MCR is guar-
anteed to each connection since only the untagged cells corre-
sponding to each connection’s MCR are admitted into the
buffer. The simulations showed that WRR can provide GFR
service guarantees. 

Huang et al. in [29] also investigated the performance of a
GFR implementation using WRR scheduling. The buffer was
divided in a similar manner as in the simulation study men-
tioned previously. However, per-VC and per-port thresholds5

were considered. It was shown that per-VC buffer allocation
and WRR scheduling are sufficient to support rate guarantees
provided that the buffer is not small. On the contrary, when
per-port buffer allocation was used, rate guarantees were not
provided, especially with the simultaneous presence of a
greedy source.6 The use of network-based frame tagging did
not affect the simulation results.

WRR SCHEDULING DISCIPLINE WITH
FBA AND WITHOUT FRAME TAGGING

Basak and Pappu in [24] also examined whether tagging
could be substituted with a buffer allocation scheme. They
simulated a mechanism that combines WRR and FBA. The
role of the FBA was to prevent high-rate sources from block-
ing other sources using the buffer. Thus, the FBA scheme
guaranteed that the buffer space was divided in proportion to
the MCR. The simulations showed that rate guarantees could
be supported.

WEIGHTED FAIR QUEUING-BASED SCHEDULING

Weighted fair queuing (WFQ), like WRR, is an approxi-
mation of the generalized processor sharing (GPS) scheduling
[30]. WFQ can be generally used to give performance guaran-
tees to connections carrying best-effort packet traffic, where
each connection can be guaranteed bandwidth in proportion
to its weight and in a fair manner. A number of variants of
WFQ-based implementations exist, their main difference
being their complexity.

Similarly to WRR, WFQ is capable of providing GFR
guarantees, provided it is coupled with the proper buffer man-
agement mechanism. Bonaventure in [14] simulated the
WFQ-based scheduling discipline found in [4]. He showed
that the combination of WFQ-like per-VC scheduling and
per-VC accounting could improve TCP throughput perfor-
mance. Provided there was no cell loss, each source achieved
full use of its allocated bandwidth. In all other cases, the TCP
traffic sources face difficulties in using their “reserved” band-
width.

Additional related papers studying the GFR service include
[31-33].

ALTERNATIVE SOLUTIONS

Apart from GFR, the ABR, with MCR > 0, and the VBR,
with service conformance definitions VBR.2 and VBR.3, ser-
vice categories are also able to achieve minimum rate guaran-
tees.

The ABR service category implements a rate-based feed-
back congestion-control mechanism to provide a loss-free
best-effort service enhanced with a minimum guaranteed
bandwidth [3]. ABR requires that all source and destination
end systems attached to the ATM network implement the
ABR congestion control mechanism [34] and adjust their
transmission rates in response to feedback received from the
network. Feedback information is conveyed by resource man-
agement (RM) cells that are transmitted by the source end
systems, processed, and possibly modified by the intermediate
ATM switches to indicate their resource availability and con-

■ FIGURE 10. The Weighted Round-Robin (WRR) scheduling discipline.

5 In a per-port buffer allocation scheme, the used (per-port) thresholds are

common for all the connections sharing the same ATM port. In a per-VC

buffer allocation scheme different thresholds are assigned to each connec-

tion.

6 A source is called greedy when it has no flow control, i.e., a non-reactive

source.
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gestion state, and received by the destination end system,
which in turn transmits them back to the source end system.
ABR’s advantage over GFR is its ability to identify the rate
available to a connection on its bottleneck link, thus avoiding
unnecessary consumption of network resources by allocating
more than this amount to a connection on other links. On the
other hand, GFR relies on the end-to-end flow control of the
transport protocols such as TCP to control the consumption
of the available network resources. 

The authors believe that although simulation studies have
found ABR to be as efficient as GFR [19], ABR’s complexity,
and the need for a substantial upgrade to the already installed
base of ATM switches to support it, make it a less preferred
choice than GFR at the moment.

VBR, with VBR.2 (tagging not enabled) and VBR.3 (tag-
ging enabled), can also provide minimum cell rate guarantees
to CLP = 0 traffic where the sustainable cell rate (SCR)
parameter corresponds to the guaranteed minimum rate. A
number of ATM Forum contributions [35, 36] proposed that
GFR would become a simple extension of the VBR service
category, via a new conformance definition, namely VBR.4
and the incorporation of suitable mechanisms. Simulation-
based comparison studies between GFR and VBR.3 showed
that GFR is generally superior to VBR.3 [12]. Finally, it is
worth mentioning that the IETF recommends the nrt-VBR
and ABR as the methods for supporting large aggregated traf-
fic volumes between routers. This is likely to lead to imple-
mentations of a GFR-like nrt-VBR service within the context
of UNI 4.0 signalling [37].

CONCLUSIONS

GFR is a major enhancement to the UBR service category
that provides a guaranteed minimum cell rate to AAL5
frames for all existing connections and under all possible con-
ditions. The ATM network treats identical connections, i.e.,
connections with the same QoS requirements and traffic con-
tract, in the same way and provides similar final service, i.e.,
fairness.

We presented a number of representative mechanisms that
have been proposed for providing GFR guarantees. The
FIFO-based mechanisms were shown to be able to support
the GFR service, although this depends greatly on the buffer
management and policing mechanisms with which they are
coupled. On the other hand, rate-guaranteeing scheduling dis-
ciplines, such as weighted round robin and weighted fair
queuing, are capable of supporting the GFR service but
require more complex implementations. 

By using some of the above mechanisms, it is possible to
provide GFR guarantees to VCs that need this type of service.
However, most of the research concentrated on providing
these guarantees, locally, per-switch. Further work is needed
to verify whether end-to-end GFR guarantees can be achieved
with the current implementations when there exist multiple
ATM switches along the established path. Multiplexing sever-
al TCP flows onto a single VC, with high MCR and fairness in
the allocation of the available bandwidth to the excess traffic,
are other important topics to be examined. Verification of
whether GFR is suitable for environments with different ver-
sions of TCP, for other transport protocols as well as for non-
adaptive traffic, are also open issues.

GFR will benefit applications where big volumes of aggre-
gate internetwork traffic are transferred, as in the case of
LAN interconnection. Whether GFR will succeed against
VBR and ABR in achieving what it has been designed for is
still to be determined.
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