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Abstract—We propose a complete framework targeting
operator-driven content caching that can be equally applied to
both ISP-operated Content Delivery Networks (CDNs) and future
Information-Centric Networks (ICNs). In contrast to previous
proposals in this area, our solution leverages operators’ control
on cache placement and content routing, managing to consider-
ably reduce network operating costs by minimizing the amount
of transit traffic and balancing load among available network
resources. In addition, our solution provides two key advantages
over previous proposals. First, it allows for a simple computation
of the optimal cache placement. Second, it provides knobs for
operators to fine-tune performance. We validate our design
through both analytical modeling and trace-driven simulations
and show that our proposed solution achieves on average twice as
many cache hits in comparison to previously proposed techniques,
without increasing delivery latency. In addition, we show that
the proposed framework achieves 19-33% better load balancing
across links and caching nodes, being also robust to traffic spikes.

Index Terms—Cache placement; caching; ICN; CDN;

I. INTRODUCTION

INTERNET traffic has been growing exponentially over the
past few years mainly fuelled by the dramatic increase of

content distribution [1]. This trend has made it necessary for
content providers to use geographically distributed caches to
serve their content, in order to improve user-perceived latency
and throughput as well as to reduce transit costs. As a result,
Content Delivery Networks (CDNs) have rapidly grown in
terms of both presence and overall traffic carried and are
expected to grow steadily for the foreseeable future.

Two key trends are expected to influence content distribution
in both the short and long term. The first one, with short
term impact, is represented by the rapid growth of Network
CDNs, i.e., CDNs managed by network operators (see, for
example [2], [3], [4]), which is driven by both technological
and commercial incentives. The second one, with longer term
impact, is the increasing momentum gained by the emerging
Information Centric Networking (ICN) paradigm within both
the research and operator/vendor community. This paradigm
revisits the Internet architecture targeting content distribution
as one of the main use cases. The most prominent ICN archi-
tectures, i.e., CCN [5] and NDN [6], envisage the deployment
of ubiquitous packet caches in network routers.

Both trends are leading to a scenario in which network
operators (i.e., ISPs) will be in charge of operating a networked
caching infrastructure, which will likely be very complex,
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comprising several nodes and carrying a considerable amount
of traffic. In a different fashion to traditional CDNs, whose
main objective is to improve the performance of content dis-
tribution for their customers, network operators also have the
additional objective of minimizing the operating cost of their
network. This includes reducing the amount of interdomain
traffic crossing transit links and ensuring homogeneous utiliza-
tion of resources by evenly spreading traffic across network
links and caching nodes. With its knowledge of topological
characteristics, an operator can exert more control on network
routing and cache placement, which it can use to better design
and operate its distributed caching infrastructure.

The general problem of designing caching systems for
content distribution has received considerable attention in the
past (see Sec. II for an overview of previous work). However,
very little work addressed the specific requirements of network
operators (e.g., reduction of network operating costs) while
leveraging their strengths (i.e., knowledge of topology and
control on routing and cache placement). More importantly,
all previously proposed solutions exhibit two fundamental
limitations. First, they do not address the problem of how to
optimally place caches, which is of fundamental importance
for building cost-effective caching infrastructures. Second,
their rigid designs give operators limited ability to fine-tune
performance according to their requirements.

In this paper we fill this gap by proposing an integrated
framework to achieve efficient operator-driven caching that
can be equally applied to both Network CDNs and, in the
longer term future, to ICNs. Our solution builds upon our
previous work in this area [7] and leverages managing hash-
routing techniques: the latter have been proposed in the past
to route requests among caching nodes co-located in the same
physical facility (see, for example [8], [9], [10]) but were never
considered for geographically distributed environments. Hash-
routing maps each content item to a specific node of a cluster
based on a hash function. When a content request reaches a
domain node, it is redirected to the responsible caching node
by computing the result of a hash function on the URI (or any
other unique identifier) of the requested content item.

Overall, our proposed framework provides the following
advantages over state-of-the-art caching techniques:
• Greater cache hit ratio, resulting in minimized inter-

domain traffic and subsequent transit cost savings.
• Predictable performance, making the caching infrastruc-

ture easy to model and optimize.
• Tunable performance in terms of latency, cache hit ratio

and robustness to demand variation, giving operators
greater flexibility.
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• Inherent load-balancing across links and nodes, robust
against localized hotspots and flash crowd events.

We evaluate the performance of our framework with trace-
driven simulations using real ISP topologies and real traffic
traces. Our evaluation shows that our framework achieves
a 2x cache hit ratio in comparison to previously proposed
techniques without affecting delivery latency. In addition, it
provides a 19-33% better load balancing across network links
and caching nodes, which is robust to local traffic spikes and
flash crowd events. We make the code required to reproduce
these results publicly available in [11].

II. IN-NETWORK CONTENT CACHING

In this section, we examine the distributed content caching
problem and review the main techniques proposed so far,
pointing out their shortcomings that our framework addresses.

According to RFC 7929 [12] the in-network caching prob-
lem can be partitioned into three well-defined subproblems:
• Content placement and content-to-cache distribution,

which deals with the problem of deciding which content
items to place in which caching node and how to dis-
tribute them to those nodes.

• Request-to-cache routing, which deals with how to route
content requests from a requester to a suitable caching
node that holds a copy of the requested content.

• Cache placement, which deals with deciding/optimizing
the placement and sizing of caching nodes.

Following this classification and given that our framework
provides solutions for the above three areas, we discuss the
state of the art for each of them in turn. We specifically focus
on techniques applicable to the case of operator-controlled
caches, which is the use-case investigated in this paper.

A. Content placement and distribution

Content items can be placed in caches in either a proactive
or a reactive manner.

With proactive content placement, caches are pre-populated
during off-peak traffic periods. The placement is normally
computed by an off-line optimization algorithm on the basis
of historical data and/or future predictions and repeated peri-
odically. Many algorithms have been proposed to determine
optimized content placement under a variety of objective
functions and constraints [13, 14, 15, 16, 17, 18, 19].

Instead, with reactive content placement, content items are
stored in caches as a result of cache misses in a read-through
manner. Within a caching node, content items can be replaced
according to policies such as Least Recently Used (LRU) or
First In First Out (FIFO) or more sophisticated policies [20]. If
a request traverses multiple caches before hitting the content,
the simplest content placement strategy is to leave a copy of
the content in every node traversed, which is known as Leave
Copy Everywhere (LCE). However, this strategy causes a high
degree of redundancy as all caches along the path consume
resources to hold identical items. To mitigate this issue, a
number of meta algorithms have been proposed to selectively
cache each delivered content in a subset of the nodes of the
path, such as LCD [21], CL4M [22] and ProbCache [23].

There is consensus that proactive placement is preferable to
reactive placement only in the case of workloads characterized
by a limited content catalogue and predictable request varia-
tions, such as Video on Demand (VoD) [15], [24]. Netflix, the
world’s largest VoD content provider, uses proactive content
placement in their video caching infrastructure [25].

All other types of traffic are characterized by rapid vari-
ations of content popularity that would obliterate the gains
provided by an optimized proactive placement [16]. Therefore,
to the best of our knowledge, all CDNs for Web traffic
populate their caches reactively [26], [27], [28]. This is also the
placement strategy selected by all ICN architectures proposing
ubiquitous packet caches in network routers [5], [6].

In the light of these considerations, we designed our
framework to operate based on reactive content placement
principles.

B. Request routing

Request routing strategies can be broadly ascribed into
two categories: opportunistic on-path and coordinated off-path
routing.

With on-path request routing, content requests are routed
over a network of caches towards the content origin using
shortest path routing and are served from a cache only if the
requested content item is available at a node on that path.
This routing strategy is highly scalable as it does not require
any coordination among caching nodes. However, it normally
suffers reduced cache hits, as any item outside the shortest
path will never be hit.

Edge caching is also a (simpler) case of opportunistic on-
path routing. In edge caching, requests are routed to the closest
cache but in case of a cache miss they are forwarded directly
to the content origin. This is for example how Google Global
Cache operates [28].

With off-path coordinated routing, requests can be served by
a nearby node even if not on the shortest path to the origin.
This, however, comes at the cost of higher coordination to
exchange content availability information among caches. Off-
path routing can be implemented using a centralized or dis-
tributed content-to-cache resolution process. In a centralized
resolution process, a (logically) centralized entity with a global
view of cached contents is queried before routing a content
request and it returns the address of the closest node storing the
requested content item. This approach is however suitable only
for systems operating under proactive content placement. For
reactive caching systems with high rate of content replacement
(which also include ICN architectures, where items are cached
at a chunk-level granularity), a number of more scalable off-
path request routing algorithms have been proposed [29], [30].

Request routing design presents a clear tradeoff between
scalability and efficiency. The limited scalability of off-path
routing particularly limits the availability of design choices
for reactive caching systems and ICN architectures, which
are of our interest. Our proposed framework addresses this
tradeoff by enabling off-path request routing without any
coordination, since the content-to-cache mapping is computed
in a distributed manner by a hash function. However, this
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comes at the cost of traffic detours, introducing longer paths
and hence, possibly, greater latency, especially in tail and worst
case scenarios, where content items are fetched from origin.
Nonetheless, as we show later, with careful cache placement
and content routing, it is possible to effectively address the
side effect of detours achieving low average latency while
maintaining great scalability and cache hit ratio.

C. Cache placement

Optimal cache placement is dependent on content place-
ment, request routing, the network topology and the content
request patterns.

Several studies have investigated the optimal cache place-
ment and sizing with notable results [31], [32], but only for
the specific case of proactive content placement, which, as
discussed in Sec. II-A, is a suitable approach only for VoD
applications.

The problem is considerably more complex in the case of
reactive content placement, which instead has much wider ap-
plicability. Networks of caches operating under common cache
replacement policies, such as LRU and FIFO, are difficult to
model. The main source of complexity comes from modeling
the behaviour of caches receiving miss streams from other
caches [33], [34]. In fact, although there exist analytical mod-
els capturing well the behavior of common cache replacement
policies in a single cache or tandem configurations [35], [21],
[36], extending this analysis to arbitrary network topologies
is very hard and methods proposed so far are computationally
very expensive and fairly inaccurate [37]. All this makes the
optimal cache allocation problem hard to solve.

To the best of our knowledge, only two works have inves-
tigated the optimal cache placement and sizing in the case
of reactive content placement in arbitrary network topolo-
gies, although both focus on the specific case of on-path
request routing with content placement in every node, which
is known to generally yield poor caching performance. In
[38], Rossini and Rossi investigate the performance of a
heuristic approach which assigns cache capacity to nodes
proportionally to certain centrality metrics. They concluded
that these simple optimizations do not bring considerable
performance advantages though. In [39], Wang et al. formulate
the optimal cache allocation problem as a standard knapsack
problem with constrained cumulative cache size. Despite their
solution is not provably optimal, they reported that for the
scenarios investigated, this cache allocation strategy improved
upon the heuristics proposed in [38].

In the specific case of edge caching, since each request
traverses a single cache, the problem is significantly simplified.
In this situation, the optimal cache placement can be mapped
to a p-median location-allocation problem [40].

Our proposed framework, similarly to edge caching, can
be easily modeled since each request traverses only a single
cache. As a result, our proposed approach has predictable
performance and is also robust to variations in traffic patterns.
In addition, as we show in section VI, the optimal cache
placement problem can be solved optimally and in polynomial
time for arbitrary topologies.

III. OVERALL FRAMEWORK DESIGN

Our proposed framework comprises two types of functional
entities: Caching Functions (CF) and Proxy and Routing
Functions (PRF). CF and PRF entities can be physically
separated or co-located, but since, at least in principle, they
provide separate functionalities we describe them separately.
• Caching Functions (CF) are simply in charge of storing

the content items mapped to them by a shared hash
function and serving incoming requests.

• Proxy and Routing Functions (PRF) are the first entities
traversed by content requests when entering the cache
network and they are in charge of forwarding them to
relevant CF instances. They have knowledge of all CF
instances in the network and their addresses (but do not
need to know which content items are stored at each
CF) and share a common hash function to map content
identifiers to CF instances. Such a hash function does not
need to be collision-resistant. Instead, it is desirable for
its output to be produced incurring minimal processing
overhead. Consistent hashing [10] may also be used in
order to minimize the number of content items being
remapped as a result of CF addition or removal.

The operation of the framework is illustrated in Fig. 1a
and is named symmetric because content delivery follows the
reverse path of request routing. Extensions of the framework
for asymmetric and multicast operation are depicted in Fig.
1b and Fig. 1c respectively and are presented in Section IV-A.
Any request is initially forwarded to the closest PRF. The PRF
identifies the CF responsible for that content by computing the
hash function on the content identifier and forwards the request
to that CF. If the latter has the requested content, it returns
it to the user. Otherwise, the request is forwarded towards
the content origin through an egress PRF without looking
up any other cache along the path. When the content item
is returned by the content origin, the egress PRF forwards it
to the authoritative cache that stores it and finally forwards
it to the requesting user. We remark that the only form of
coordination required by this system is that PRFs and CFs
need to know how to reach all CFs deployed in the ISP, which
are expected to be in the order of 102 or at most 103, but not
need to keep any per content item state. This coordination can
be achieved trivially with standard techniques.

This framework can be easily implemented in both the
Network CDN and ICN cases using common techniques. In
the Network CDN case, user requests are forwarded to the
closest PRF as a result of a DNS lookup, as commonly
done in current CDNs [41]. Both PRFs and CFs are simply
reverse HTTP proxies with persistent TCP connections among
them, which are used to relay HTTP requests and responses.
Differently, in the ICN case, user requests are forwarded to
the closest PRF through name-based routing, which can be
achieved by inserting appropriate forwarding entries in the
FIBs of access ICN routers. A PRF can then redirect a request
to the authoritative CF by encapsulating the request packet
with a header containing a name that identifies the authoritative
cache. For example, if a request needs to be forwarded to CF
A, the PRF can prepend a request header for name / cache/ a.
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Fig. 1: Hash-routing content routing schemes. With symmeteric routing (a), content is routed to the requester via the authoritative
cache. With asymmeteric routing (b), content is routed to the requester via the shortest path. With multicast routing (c), response
is multicast to the authoritative cache and to the requester.

All ICN routers on the path are configured to route names with
the / cache/ a prefix to the location of CF A. When CF A
receives the request packet, it removes the prepended header
and processes the encapsulated packet. This is a standard
approach, commonly used in ICN request routing to steer
packets through instances of network functions [42]. Content
packets are forwarded on the reverse path taken by request
packets, and hence through the authoritative cache, using state
information stored in intermediate routers.

The design of this hash-routing framework exhibits two
interesting properties. First, since a content item can be cached
only by the CF instance resulting from the hash calculation,
a specific content item can be cached at most in one node
of the network. This maximizes the number of distinct items
cached within the ISP network, reducing redundancy, and
therefore reducing also inter-domain traffic and load at origins.
Second, localized spikes in traffic occurring in a network
region are implicitly spread across links and caching nodes by
the hash computation in a way similar in principle to Valiant
Load Balancing (VLB) [43]. In Sec. VII-C we show that our
scheme can indeed achieve very good load balancing under
real operational conditions.

A possible deployment model would consist in co-locating
of PRFs and CFs at (a subset of) the operator’s PoPs. PRFs
could also be deployed separately from CFs. For example, they
may be deployed in the access network (e.g., in an eNodeB
in the case of an LTE network or in a DSLAM or BRAS in
an xDSL fixed broadband access network) as part of a mobile
edge computing deployment. In this case, the PRFs deployed
at the edge may also be equipped with a small caching space
which is operated autonomously, i.e., it can cache any content.
We elaborate on this in Sec. IV-B.

We model this framework analytically in Sec. V. In the
following section we present a set of content placement and re-
quest routing algorithms that can be applied to this framework
to support additional desirable properties and provide knobs
to fine-tune its performance. These extensions add complexity
to the overall design and cannot, as such, be easily turned
into a practical and tractable analytical model using known
techniques from the literature. Therefore, their performance is
only evaluated with trace-driven simulations.

IV. CONTENT PLACEMENT AND REQUEST ROUTING

A. Asymmetric and multicast content routing

In the base design described above, request and content
paths are symmetric, i.e., in case of a cache miss, a content
item (on its way back from the origin) is forwarded first to the
cache and then to the requester, following the reverse path of
the request. While this routing scheme is simple to implement
and manage, the path stretch resulting from request and
content routing through off-path caching nodes may lead to
increased latency and link load. To address this limitation, we
propose two alternative content routing schemes in addition to
the base one proposed above, which we refer to as Symmetric
(see Fig. 1a). These schemes, denoted as Asymmetric and
Multicast, respectively, differ from the symmetric scheme only
with respect to the delivery of contents entering the network
as a result of a cache miss.

Asymmetric hash-routing (see Fig. 1b) routes contents al-
ways through the shortest path. The content is cached in the
responsible cache only if it is on the shortest path between
origin and requester, otherwise it is not cached at all.

Asymmetric routing reduces the overall network load since
contents are always delivered though the shortest path. How-
ever, CF instances are populated with contents only if they
are on the shortest path from origin to requester. This would
not be a problem if content popularity varies slowly. On the
contrary, it would actually increase cache hit ratio by reducing
the impact of one-timers, as it would statistically require
more requests for a content item to be cached. If, differently,
request patterns exhibit strong temporal locality, a content item
may need to be requested several times before it is actually
cached (especially if the responsible cache is located on an
underutilized path), hence affecting caching performance.

With Multicast hash-routing (see Fig. 1c), when the
egress PRF receives a content, it multicasts (more accurately
twocasts) it to both the authoritative cache and the requester.
The target of multicast is to reduce delivery delay by sending
one copy of the content through the shortest path back to the
client, while leaving at the same time a copy of the content
in the authoritative CF.

Multicast routing achieves the same latency of asymmetric
routing and only requires one request for a content item to
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Fig. 2: Single and multiple content replication. In large networks, replicating content only once may cause high path stretch
to route requests and contents via the authoritative cache (a). Replicating content multiple times addresses the problem (b).

be cached, as in symmetric routing. However, since at each
content request, a content item must be forwarded to the
authoritative cache, it leads to greater link loads than the one
achieved by asymmetric routing, especially when cache and
requester paths have limited overlap.

Note that if the authoritative cache happens to be on the
shortest path between content origin and requester, then sym-
metric, asymmetric and multicast schemes operate identically.

All three content routing options have advantages and
disadvantages. The choice of content routing, however, gives
network operators a knob to tune performance. Both multi-
cast and asymmetric routing reduce latency because contents
fetched from the origin are delivered to the requesting user
without any detour. On the other hand, asymmetric routing
caches the content in the domain only if the responsible cache
is on the response path, while multicast, i.e., twocast, routing
increases complexity and traffic on the network. The choice of
the most suitable scheme depends on the operator’s priorities.

B. Hybrid caching

With hybrid caching, a part of the overall caching space is
allocated to operate autonomously, i.e., cache opportunistically
any content, regardless of the content-cache mapping. In this
case, a part of the CF caching space caches any content
traversing it which is not part of the set of designated contents
it has been assigned to cache.

This approach provides two main advantages. First, it allows
a small number of very popular contents to be replicated in
multiple nodes, instead of just one, hence possibly reducing
overall latency and link load. Second, it achieves better load
balancing across caching nodes. In fact, while the base hash-
routing framework evens out localized traffic hotspots by
spreading traffic originated from each requester across caches,
any peak in demand for a specific content item will always be
served by the same cache. In contrast, caching a small fraction
of very popular contents in multiple caching nodes makes the
system robust to variations in content popularity [44]. This
also makes the system more robust to adversarial workloads
targeted at overloading a specific caching node [45].

Additionally, in case asymmetric content routing is adopted,
hybrid caching ensures that any requested content is cached at
some node in the network (i.e., not necessarily the authoritative
CF) the first time it is requested. This is the case even if the

responsible cache is not on the shortest path between origin
and requester.

Performance can be tuned by selecting what fraction of
caching space to dedicate to uncoordinated caching and this is
a provisioning decision that should be made by the operator
according to their priorities. Increasing the uncoordinated
caching space leads to greater robustness towards flash-crowd
events and lower latency in accessing the most popular con-
tents. However, it reduces the amount of cache available to
hash routing and as a result reduces the number of distinct
items cacheable in the network. This affects overall cache
hit ratio (possibly leading to a greater overall latency) and
robustness against localized spikes in traffic.

C. Multiple content replicas
The base design of our framework allows a content item

to be cached at most once in a network domain, hence
maximizing the efficiency of caching space. However, in case
of very large topologies, e.g., of Tier-1 operators, this may
result in high path stretch, possibly leading to high latency
(see Fig. 2a). To address this issue, we propose a content
placement and request routing algorithm where the content-
to-cache hash function maps to k distinct nodes instead of
just one. As a result, multiple nodes (ideally well distributed
over the network) are responsible for each content (see Fig.
2b). This ensures that the worst case path stretch to reach a
responsible cache is reduced.

When a PRF processes a content request and computes
the content hash, it resolves the content to k distinct caching
nodes. The PRF forwards the request to the closest of the k
CFs responsible for the content. In case of cache miss, two
approaches can be adopted:

1) The CF forwards the request directly to the content
origin.

2) The CF forwards the request towards the content origin
through (all or a subset of) the other CFs responsible for
the content, if this can be done with limited path stretch.

Similarly, when a content enters the network after an origin
fetch, several options can be adopted. The content can be
forwarded symmetrically, asymmetrically or with multicast.
In case of symmetric content routing, if several caches are
looked up, contents can be placed using various on-path meta
algorithms such as LCE, LCD [21] or ProbCache [23].
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The degree of replication k enables the fine-tuning of
performance by trading off latency with cache hit ratio. Hash-
routing operating with multiple content replicas is a hybrid
between hash-routing and on-path caching meta algorithms.
At one extreme (k = 1) the system behaves as pure hash-
routing scheme. At the other extreme (k equal to the number
of caching nodes), the system behaves exactly as the on-path
meta algorithms used for content routing. Sec. VII-E evaluates
the impact of varying k on various performance metrics.

V. SYSTEM MODELING

One advantage of our framework over prior work is its
performance predictability, that makes it considerably simpler
to model and to optimize than other schemes. This section
presents a thorough modeling of the hash-routing framework
presented in Sec. III and derives closed-form expressions for
content retrieval latency. We start by providing a generalized
formulation for an arbitrary topology and then provide simpler
expressions for two special cases: mesh and ring topologies.
The modeling presented here will be subsequently used in the
following section to design a polynomial algorithm for optimal
cache node placement.

Consistently with previous work, we assume that content
items are requested according to the Independent Reference
Model (IRM). This implies that the probability that a specific
item is requested is constant over time and does not depend
on previous requests. We also assume, for simplicity, that all
caches in the system have the same size, operate according
to the same replacement policies and that content items are
mapped to caching nodes uniformly.

We make two further assumptions based on findings from
previous work. First, we assume that as a result of the uniform
hashing, each caching node receives the same number of
requests, independently of skewness in content popularity.
Thaler and Ravishankar [9] show that this assumption holds
as long as the content catalogue is large, which is the case of
our interest. Second, we assume that the network-wide cache
hit ratio is identical to the cache hit ratio yielded by a single
cache with size equal to the cumulative size of all caches in
network operating according to the same replacement policy.
We showed in previous work [44] that this assumption holds
for a variety of common replacement policies, including LRU,
FIFO, RAND and LFU. The goodness of all these assumptions
is demonstrated by the accuracy of the models presented below
which heavily rely on them.

A. Arbitrary topology

We start by describing the notation adopted in this section,
which is also used in the formulation of the optimal cache
placement problem of Sec. VI and report it in Tab. I. Let
G = (V, E) be a directed graph with vertices V and edges
E representing the operator’s network and let O be the set
of content items. A set of caches C ⊆ V are deployed
at a subset of network nodes. We assume that all caches
have the same capacity and operate according to the same
replacement policy. Content items are mapped uniformly to
caches. Each node v ∈ V issues requests for content o ∈ O

TABLE I: Summary of notation

Symbol Notation
G, V , E Network graph, set of vertices, set of edges

C Set of caches

O, Ov Set of content items, stored at origin v

λ(v), λ(v)o Request rate from requester v, for item o

Λ Overall request rate

µ(v) Rate of cache misses towards origin v

h, ho Overall cache hit ratio, for content item o

Ps,t Shortest path from s to t

δs,t, δe Latency over path Ps,t, over edge e

with rate λ(v)o . The cumulative rate of requests originated at
node v is λ(v) =

∑
o∈O λ

(v)
o . The network-wide request rate

is Λ =
∑

v∈V λ
(v). Each content item is permanently stored

at one location outside the network and denote Os as the set
of content items stored at origin node s. We denote µ(s) as
the rate of miss requests forwarded towards the content origin
via egress node s. We denote the system-wide cache hit ratio
of content item o ∈ O as ho, which can be estimated using
known techniques (e.g., Che’s approximation [35], [36]) to
model the network of caches as a single large cache [44].
We then denote as δe the average latency of link e ∈ E and
denote as Ps,t ⊆ E the network path from node s to node
t, i.e., the set of edges traversed from s to t. We further
denote as δs,t =

∑
e∈Ps,t

δe the average latency of path
(s, t). We assume that the latency does not depend on the
size of the message, i.e., it is dominated by queueing delay
and propagation delay as opposed to transmission delay.

After discussing the notation, we can now present the la-
tency model. Since we assumed that each cache in the network
has the same cache hit ratio and that load is equally spread
across caching nodes, we can easily derive the cumulative rate
of requests µ(s) served by origin s as:

µ(s) =
∑
v∈V

∑
o∈Os

λ(v)o (1− ho) (1)

We can now determine the average latency perceived by a
user to retrieve a content item D. This value corresponds, in
case of cache hit, to the round-trip time between the requester
r and the responsible cache c, denoted as Dr,c. In the case of
cache miss, latency is increased by the round-trip time between
cache c and content origin s, denoted as Dc,s. Therefore:

D = Dr,c +Dc,s (2)

Each latency component can be easily derived and equals to:

Dr,c =
1

Λ|C|
∑
r∈V

λ(r)
∑
c∈C

(δr,c + δc,r) (3)

Dc,s =
1

Λ|C|
∑
s∈V

µ(s)
∑
c∈C

(δc,s + δs,c) (4)

While this model is relatively simple and provides a closed-
form expression for content retrieval latency, there are some
topologies of practical interest for which a more simplified
formulation can be derived. The following sections provide
simpler models for mesh and ring topologies.
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B. Mesh topology

We derive a simplified formulation of content retrieval
latency for the case of a full mesh topology, which can be
used to model highly connected network topologies, such as
ISP core networks.

In our model, the network comprises N caching nodes, all
receiving the same demand from a set of requesters attached
via an access link. Content origins are attached to a subset
of M ≤ N nodes. Each content item is stored at one origin
node and each origin is assigned the same number of contents.
We assume that all access, internal and external links have the
same latency, denoted as δa, δi and δe respectively.

Theorem 1. The mean content retrieval latency in a fully
connected mesh topology of N nodes and M ≤ N egress
nodes is:

D = 2

[
δa +

N − 1

N
δi + (1− h)

(
N −M
N

δi + δe

)]
(5)

where h is the overall cache hit ratio and δa, δi and δe are
the latency of access, internal and external links respectively.

Proof. The overall content retrieval latency D comprises three
components, which are the round trip time between (i) re-
quester and authoritative cache Dr,c, (ii) authoritative cache
and egress node Dc,e and (iii) egress node and origin De,o.
The two latter delay components are incurred only in case of
a cache miss.

Since content items are assigned to caches uniformly, the
probability that the ingress node is also the cache responsible
for a given item is 1/N , while the request needs to be
forwarded to another cache, which is connected directly with
a link to the ingress node, with probability N−1

N . Therefore,
the average round trip time between requester and cache is:

Dr,c = 2

(
δa + 0 · 1

N
+ δi ·

N − 1

N

)
= 2

(
δa + δi

N − 1

N

)
(6)

The probability that the egress node corresponds to the author-
itative cache is M

N , while the request needs to be forwarded to
another egress node with probability N−M

N . Then, the round
trip time between the cache and the egress node is:

Dc,e = 2

(
0 · M

N
+ δi ·

N −M
N

)
= 2 δi

N −M
N

(7)

Finally, the round trip time between the egress node and the
origin is, by definition:

De,o = 2 δe (8)

The overall delay can then be computed as:

D = Dr,c + (1− h) (Dc,e +De,o) (9)

Substituting Eq. 6, 7 and 8 into Eq. 9, we obtain Eq. 5

C. Ring topology

Another simple topology of practical interest is a ring. This
can accurately model the case of a metro network.

We make the same assumptions of the mesh case, except
that, in this case, we assume that the network has only one
egress node. This is the common case in real applications of
ring topologies.

Theorem 2. The mean content retrieval latency in a ring
topology of N nodes is:

D = 2
[
δa +H δi + (1− h)(H δi + δe)

]
(10)

where:

H =

{
N2−1
4N , if N is odd

N
4 , if N is even

(11)

and h is the overall cache hit ratio and δa, δi and δe are the
latency of access, internal and external links respectively.

Proof. The proof is similar to the one for the full mesh
case. However, differently to that case, caches are not all
interconnected with direct links.

Let H be the average path length (in terms of hops) between
two randomly selected nodes of a ring, also including the case
where origin and destination coincide. This can be trivially
derived as:

H =
1

N

N−1∑
j=0

min (j,N − j) =
1

N

N−1∑
j=1

min (j,N − j)

If N is odd, H can be further simplified as:

H =
2

N

N−1
2∑

j=1

j =
2

N
· 1

2
· N + 1

2
· N − 1

2
=
N2 − 1

4N

while if N is even:

H =
1

N

N
2

+ 2

N
2 −1∑
j=1

j

 =
1

2
+

2

N

[
N

4

(
N

2
− 1

)]
=
N

4

It can be easily observed that the mean round trip time
between a requester and an authoritative cache Dr,c and
between authoritative cache and egress node Dc,e are identical
and are equal to:

Dr,c = Dc,e = 2
(
δa +H δi

)
(12)

while the round trip time between the egress node and the
origin is identical to the case of a mesh network:

De,o = 2 δe (13)

As in the mesh case, the overall delay can then be computed
as:

D = Dr,c + (1− h) (Dc,e +De,o) (14)

Substituting Eq. 12 and 13 into Eq. 14, we obtain Eq. 10.
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Fig. 3: Accuracy of latency models

D. Model validation

To demonstrate the accuracy of the three models presented
above, we show in Fig. 3 latencies measured from simulations
and compare them with results from the models. In Fig. 3a we
show the accuracy of the model for arbitrary networks using
three real ISP topologies from the RocketFuel dataset [46].
In Fig. 3b we show the accuracy of the mesh model using a
mesh of 64 nodes and a variable number of egress nodes M .
Finally, in Fig. 3c we show the accuracy of the ring model
using a ring topology with a variable number of nodes N .

In all scenarios, performance is evaluated using a sta-
tionary workload of 1M content items and Zipf-distributed
content popularity with exponent α varying from 0.5 to 1.
We provision networks with a cumulative cache space equal
to 10% of the content population, i.e., 100K items, equally
distributed among caching nodes, all operating according
to the LRU replacement policy. Simulations were executed
issuing 5M requests to warm up caches followed by further
5M requests over which measurements were collected. We
repeated each simulation 10 times using different random
seeds and computed the 95% confidence interval using the
repetitions method. We did not plot error bars because they
were too small to be distinguishable from point markers.

All graphs show an excellent agreement between model
and simulation results under all parameters considered. This
proves not only the accuracy of the latency models, but also
the goodness of our assumptions about cache hit ratio and load
balancing upon which these models are based.

VI. OPTIMAL CACHE PLACEMENT

Based on the modeling presented above we designed a
polynomial-time algorithm to compute the optimal placement
of caching nodes across a network given the target number
of caching locations p, the size of a single caching node S
and the global demand. Its objective is the minimization of
the overall latency assuming, consistently with the rest of the
paper, homogeneous cache hit ratio among caches and uniform
load balancing among caching nodes.

The algorithm, which we present using the same notation
used in Sec. V-A is defined in Fig. 4. The overall cache hit ratio
h, which is an input of the problem, can be easily estimated
either analytically using for example Che’s approximation
[35], [36] or via simulation. As it can be easily observed from

its formulation, the algorithm essentially consists in placing
caches into the candidate nodes with lowest weighted latency
towards requesters and origins. This simple formulation is a
results of the hashrouting property that each request traverses
a single cache, which makes modeling of cache dynamics con-
siderably more tractable than algorithms where each request
can traverse an arbitrary number of caches.

Input:
p number of caching nodes to deploy
h overall cache hit ratio of a cache of size pS subject

to global demand
Output:

cache deployment configuration
Procedure:

1) Compute for each cache candidate node v the cost dv
defined as:

dv =
1

Λ

∑
u∈V

λ(u)δu,v + µ(u)δv,u

2) Sort cache candidate nodes according to their cost dv
3) Place caches on the p nodes with lowest cost d

Fig. 4: Optimal cache placement algorithm

We now prove that the solution provided by this algorithm
is optimal and that the algorithm runs in polynomial time.

Proof of optimality. The cost dv corresponds to the average
latency experienced if node v was the only cache in the system
with size pS. This can be proved immediately comparing its
definition with Eq. 3, 4 and 2. As per the assumptions laid out
above, the overall latency D of a network can be computed
as:

D =
1

p

∑
v∈V

dvXv

where Xv ∈ {0, 1} takes value 1 if a cache is deployed in
node v and 0 otherwise. It is obvious that the solution that
minimizes D satisfying the constraint

∑
v∈V Xv = p consists

in setting Xv = 1 for the p nodes with the lowest cost dv and
Xv = 0 for the remaining nodes.
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TABLE II: Network topologies

ASN Name Region # PoPs # backbone links
1221 Telstra Australia 104 150

1239 Sprintlink US 315 971

1755 EBONE Europe 87 160

3257 Tiscali Europe 161 327

3967 Exodus US 79 146

6461 Abovenet US 138 371

Proof of polynomial time equivalence. The execution of the
algorithm requires in step 1 the calculation of |V|2 sums, in
step 2 the sorting of |V| values that can be done in at most
O (|V|log|V|) or O

(
|V|2

)
steps depending on the algorithm

used and finally in step 3 the assignment of p < |V| variables.
It can be trivially noted that the overall number of steps to be
executed is O

(
|V|2

)
. Therefore the algorithm has polynomial

time complexity with respect to the number of nodes |V|.

The number of caching nodes to deploy, p, is an input
of the optimization problem, which can be set according to
the requirements of the operator. For example, we can use
the smallest p that guarantees that each caching node is able
to handle the expected peak load. In this case, if R is the
overall peak rate of requests expected by the system and r is
the maximum rate of requests that a single caching node can
handle, then we can select p = dR/re.

In our problem formulation we do not account for link
capacity constraints. The rationale for this decision is that
in normal operational conditions, intradomain network links
operate at a small fraction of their capacity, as we learned
from discussions with a large European ISP operating a CDN
infrastructure. Links operate at high load conditions only in the
case of transient traffic spikes, which are implicitly addressed
by our framework. We validate the robustness of our solution
in terms of link load balancing in Sec. VII-C.

VII. PERFORMANCE EVALUATION

In this section we present the results of our performance
evaluation. We investigate the performance of the algorithms
described in this paper and compare them against previously
proposed techniques under a variety of operational conditions.
We also present how effectively our framework helps fine-
tuning performance.

A. Setup and methodology

We evaluate the performance of our proposed framework
with trace-driven simulations, using the Icarus simulator [47].
We make publicly available all code, data and documentation
required to reproduce the results of this paper in [11].

We performed our analysis using various combinations of
real traffic traces and topologies.

We used six PoP-level ISP topologies from the RocketFuel
dataset [46] annotated with inferred link weights and latencies
(see Tab. II). These six topologies provide a good variety of
network sizes (from 79 to 315 PoPs) and refer to different
geographic regions (US, Europe and Australia). We generate
content requests from clients attached to each PoP with equal

TABLE III: Traces

Trace # requests # items Zipf α Duration
Wikipedia 11,566,029 1,834,747 0.99 1d

IRCache (all) 8,278,100 5,240,029 0.70 2d

IRCache (UIUC) 5,925,463 3,964,700 0.70 1w

rate and assume that all content origins are outside the ISP. We
set the cumulative cache size of the ISP to be equal to 0.1%
of the content catalogue size. Each caching node is equipped
with the same cache size and replaces content items according
to the LRU policy.

We used workloads derived from three real traces (see
Tab. III). For each of these traces, we used the first 25%
of requests to warm up caches and measured performance
over the remaining 75% of requests. The first workload we
used is a 1-day trace containing a sample of 10% of all
requests received by Wikipedia [48]. The other two workloads
are from the IRCache dataset [49], which contains all HTTP
requests collected by a set of proxies deployed at several
universities in the United States. We used two traces from
this dataset. The first, which we labeled IRCache all, is a 2-
day trace collecting all requests coming from seven different
sites. The second, labeled IRCache UIUC is a 7-day trace
containing only requests coming from the proxy deployed at
the University of Illinois Urbana-Champaign.

The traces used for our experiments have different char-
acteristics. The Wikipedia trace has a more skewed content
popularity distribution than IRCache ones, as evidenced by
the greater value of Zipf α parameter (0.99 vs. 0.70). All
traces have a similar amount of requests (6M, 8M and 11M)
but over different time periods (1, 2 and 7 days). As a
result, they have different temporal locality characteristics.
Wikipedia is the most stationary while IRCache UIUC is
the most dynamic. Finally, the two IRCache traces, despite
having similar content popularity skeweness, cover a different
geographic area. IRCache ALL encompasses requests from
seven different regions, while the IRCache UIUC only from
one single campus. We believe this mix of traces covers a
large variety of realistic operational conditions.

We report that for each experiment requiring randomized
configuration (i.e., assignment of contents to origin nodes),
we repeated each experiment 10 times and computed the 95%
confidence interval using the repetitions method. We omitted
to plot error bars if too small to be distinguishable from point
markers. Finally, due to space limitations, we present results
for all 18 topology-workload combinations at our disposal
only in Sec. VII-B. In all other cases, we report that we
observed similar results among all combinations. Therefore
we only present results for the Wikipedia workload, which
we selected because this dataset has the largest number of
requests. Instead, the Telstra, Sprint and EBONE topologies
were chosen because they cover three different geographic
areas (Australia, US and Europe) and also have different sizes.
We finally remark that with the code that we make publicly
available in [11], it is possible to reproduce results for all
topology-workload combinations, even those not reported in
this paper.
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Fig. 5: Cache hit ratio
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Fig. 6: Latency

B. Base hash-routing

We begin by analyzing the performance of the three content
routing schemes proposed (i.e., symmetric, asymmetric and
multicast) and compare them against other content placement
strategies across various topologies and workloads. Since for
most of the content placement techniques that we use as
baseline there are no optimized cache placement algorithms,
we present the results referring to a dense cache deployment
(i.e., a cache for each PoP). The results presented here are
simply a lower bound of the performance that our framework
can achieve, since, as we show later, optimal cache placement
further enhance performance.

Fig. 5 shows that hash-routing schemes achieve a con-
siderably higher cache hit ratio compared to other caching
schemes, across all topologies and workloads considered. This
is expected since hash-routing, differently from other schemes,
maximizes the number of distinct content items cached in the
network. Symmetric and multicast routing achieve identical
cache hit ratio by design, since in both cases each cache
miss results in the insertion of the requested content in the
responsible cache.

On the other hand, asymmetric routing achieves better
cache hit ratio than symmetric/multicast routing in the case of
Wikipedia workload and worse in the case of IRCache work-
loads. This difference is explained by the fact that IRCache
workloads have a lower density of requests and span a larger
time period and hence exhibit a less stationary behavior than
Wikipedia traces. With asymmetric routing, content items are
inserted in cache only for a fraction of cache misses, as if

each caching node operated with probabilistic insertion. This
is known to reduce the impact of unpopular contents on LRU
caches leading to a higher steady-state cache hit ratio but
slower convergence. This justifies the better performance with
more stationary workloads and worse performance with more
dynamic ones.

With respect to latency (see Fig. 6), we notice that perfor-
mance achieved by hash-routing schemes are pretty similar to
those achieved by on-path schemes. Under all workloads and
topologies considered, symmetric routing is slower to deliver
content compared to multicast and asymmetric schemes that
always forward content items over the shortest path to the
requester.

The main takeaway is that, even in an unoptimized cache
placement scenario, hash-routing algorithms perform signifi-
cantly better in terms of cache hit ratio (which also leads to
reduced OPEX as a result of lower interdomain traffic) while
still yielding latency values similar to other schemes.

C. Load balancing

In this section, we evaluate the load balancing properties of
our proposed framework, which is designed to balance load
implicitly by uniformly spreading traffic over caching nodes
similarly in principle to Valiant Load Balancing (VLB) [43].

We focus on load imbalance across network links. In
line with previous work [9], [44], we quantify it using the
coefficient of variation1 of link load across all links of the

1The coefficient of variation of a random variable L is the ratio between
its standard deviation and its mean value: cv(L) =

√
Var(L)/E[L].
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Fig. 7: Load balancing across links vs. popularity and spatial skew

network which we denote as cv(L). In addition to analyzing
how well traffic is balanced across links, we also investigate
robustness against variations in content popularity and geo-
graphic distribution of requests.

In order to investigate load balancing against variations
in content popularity, we run experiments in which each
PoP generates requests with equal rates and content popu-
larity following a Zipf distribution with coefficient α that
we vary between 0.5 and 1.0. The greater the value of α,
the more skewed the content popularity distribution. Instead,
to investigate sensitivity against geographic heterogeneity in
content request rates (and hence against the presence of request
hotspots), we run experiments using the Wikipedia workload
but with the rate of requests generated by each PoP not
uniformly distributed, as in the case above. On the contrary,
rates are assigned to PoPs following a Zipf distribution with
coefficient β that we vary between 0 and 0.5. If β = 0, all PoPs
originate requests with equal rates. Incrementing the value of
β increases the difference between request rates across PoPs.

In Fig. 7, we present the results focusing on three Rock-
etFuel topologies. From the graphs it can be immediately
observed that all three hash-routing schemes achieve consider-
ably better load balancing (i.e., lower coefficient of variation)
than all other caching schemes for all topologies and all values
of α and β considered. Among hash-routing schemes, sym-
metric content routing yields the lowest load imbalance. This
is justified by the fact that, differently from other schemes, in
case of cache miss all contents are always delivered through
the responsible cache, hence leading to a greater scattering
of traffic across network links. Finally, it is also worth noting
that hash-routing plot lines are mostly horizontal, meaning that
load imbalance does not vary significantly as α and β change.

This shows that hash-routing load balancing, in addition
to achieving better performance than previous proposals, is
also robust against variations in both content popularity and
geographic distribution of requests.

D. Optimal cache placement and sparse deployment

In this section we show the latency improvement provided
by an optimal placement of caches according to the algorithm
presented in Sec. VI as opposed to a random placement.

To add a further element of comparison, we also analyze
the latency achieved by edge caching with optimal cache
placement. In this case the optimal placement can be mapped
to a p-median location-allocation. We solve it using the
Adjusted Vertex Substitution (AVS) algorithm [50], which is
a recently proposed improvement of the well-known vertex
substitution/interchange algorithm [51].

Results, depicted in Fig. 8, show first of all that optimal
cache placement strongly reduces latency for all topologies
and number of caching nodes considered. When caches are
deployed over few nodes, the latency achieved by random
placement strongly depends on the specific realization, as
shown by the large error bars, which represent standard
deviation across realizations. As the number of caching nodes
increases, latency variability decreases, as the number of possi-
ble combinations diminishes and converges to the performance
of optimal placement when every PoP has a cache.

In addition, these experiments show that optimized hash-
routing achieves considerably lower latency than optimized
edge caching for all topologies and number of nodes consid-
ered. This in particular demonstrates that hash-routing is a
good solution for both sparse and dense cache deployments.
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Fig. 8: Performance of cache placement algorithms, Wikipedia workload
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Fig. 9: Performance of multiple replicas, Sprint topology and Wikipedia workload

E. Multiple replicas

The path stretch incurred by hash-routing schemes for
routing traffic through off-path caches may impact latency,
especially in very large topologies. Although the results de-
picted in Fig. 6 show that even in large topologies hash-routing
latencies are comparable to those achieved by other caching
schemes, we argue that it would be beneficial to have knobs
allowing operators to further reduce latency, possibly trading
off cache hit ratio. For this reason, we proposed in Sec. IV-C a
mechanism enabling multiple caching nodes to be responsible
for each content. In this section, we evaluate the performance
of hash-routing schemes with multiple content replicas and
show that by replicating content items more than once it is in
fact possible to improve latency by trading cache hit ratio.

The problem of efficiently assigning content items to caches
with multiple replicas is considerably more complex than
the single replica case. For practical purposes, we propose a
simple placement algorithm to allocate content replicas. First,
we set the degree of replication k (i.e., the number of caching
nodes responsible for each content items). Then we group
nodes in clusters in such a way that the latency among nodes
of the same cluster is minimized. We do so by applying the
Partitioning Around Medoids (PAM) clustering algorithm [52].
Then we map content items to each cluster independently, so
that in each cluster there is one cache responsible for each
content and, therefore, in the entire network there are k caches
responsible for each content, one per cluster. It should be noted
that this algorithm does not ensure that each cluster has the
same or even a comparable number of nodes.

We experimented applying this placement to the largest

topology of the RocketFuel dataset (i.e., Sprint) and testing
it with the Wikipedia workload. We investigated two routing
options: (i) querying all responsible caches on the cluster-level
shortest path from requester to origin and (ii) querying only
the responsible cache belonging to the same cluster of the
requester and, in case of a miss, routing the request to the
origin without querying any other cache.

We observed (but do not present here due to space limi-
tations) that the first option generally yields poor results as
it provides only a marginal reduction in path stretch, not
sufficient to compensate the loss in cache hits. As a result,
increasing the number of clusters leads to both a reduction of
cache hits and an increase of latency and link load. Neverthe-
less, we do not rule out the possibility that a more sophisticated
content-to-cache assignment algorithm could provide better
results. We reserve this analysis for future work.

On the other hand, the second option, i.e., querying only the
responsible cache, provides very interesting results, which we
plot in Fig. 9. As shown in the figure, increasing the number
of replicas reduces the cache hit ratio. This is expected since
the number of distinct content items that the domain can cache
declines. An interesting aspect is that symmetric and multicast
content routing do not necessarily yield identical cache hit
ratios if k > 1. This occurs because, in case of a cache
miss, content items are inserted in the responsible cache of the
cluster to which the requester belongs as well as responsible
caches on other clusters if they occur to be on the delivery
path. This opportunistic insertion in caches of other clusters
depends on the content path, which differs between symmetric
and multicast routing.

Regarding latency, we identify a local minimum correspond-
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ing to k = 4 for asymmetric and multicast and k = 8 for
symmetric content routing. Further increasing the number of
clusters leads to worse latency because decreasing cache hit
ratio is no longer offset by a substantial reduction in path
stretch.

Link load also decreases by increasing the value of k.
However, differently from the case of latency, there is a local
minimum only for asymmetric routing (for k = 16), while for
symmetric and multicast routing, link load always decreases
as the number of clusters increases.

The main takeaway is that multiple replication of contents
is effective in providing a knob to trade off cache hit ratio with
latency. A small degree of replication is sufficient to achieve
a substantial latency reduction even using simple placement
algorithms such as the k-medoid clustering we proposed.

VIII. RELATED WORK

While we already discussed work related to content caching
and cache placement in Sec. II, we provide here a brief
overview of previous work specifically regarding hash-routing
techniques to better understand the context of our contribution.

As already discussed, hash-routing is a well known tech-
nique widely used in Web caches albeit only in the context
of co-located caches [8], [53]. In this context, a number of
studies focused on designing hash functions that minimize the
number of content items to be remapped as a result of servers
being added or removed to a cluster. Notable proposals include
rendezvous hashing [9] and consistent hashing [10]. These
techniques achieve similar results but using different methods
and can be equally applied to the case of geographically
distributed caches.

Subsequent to our previous work [7], further proposals
have investigated the application of hash-routing techniques
to distributed environments, albeit limitedly to the context of
ICN. Among those there is CoRC [54], which proposes to
use hash-routing techniques among ICN routers of a domain
like our framework, but with the objective of reducing the
size of a forwarding table that each router needs to store by
partitioning it across routers. Saha et al. [55] proposed the use
of hash-routing for cooperative caching but focusing on the
specific use case of inter-AS caching without taking intra-AS
design considerations into account, such as load balancing and
optimization aspects, which our proposal addresses. Therefore
their approach is complementary to ours which focuses on
intra-AS caching. Finally Wang et al. [56] formulated an
optimization algorithm for the assignment of multiple content
replicas to caching nodes operating under symmetric hash-
routing. However, their work requires all caches to operate
according to the LFU replacement policy, which is in practice
scarcely utilized due to its poor reactivity to changes in con-
tent popularity. Differently, the modeling and optimal cache
placement of our framework is applicable to a wider range of
commonly used cache replacement policies, including LRU,
FIFO, RANDOM and also LFU.

IX. SUMMARY AND CONCLUSIONS

We presented a framework for optimal cache and hash-
routing techniques for use in geographically distributed net-

works of caches. We showed that content hash-routing
schemes provide several advantages in comparison to state-
of-the-art techniques.

We showed that the proposed solution achieves excellent
cache hit ratio, hence reducing transit costs and also con-
tributes to reduced content retrieval latency. However, most
importantly and differently from other schemes, hash-routing
techniques have a set of key advantages. First, they are
extremely robust against rapid variation of traffic patterns and
traffic spikes, both in terms of specific cache locations and in
terms of popular content. Second, they distribute traffic evenly
across a network domain, de facto eliminating the possibility
of hot spots. Third, they are easier to model and as a result
provide predictable performance and make cache placement
easier. Their performance predictability and robustness makes
it easier for operators to meet SLAs agreed with customers.
Finally, they provide several knobs to fine-tune performance
metrics depending on the target topology, deployment models
and expected workloads.

Our proposed content placement and routing framework
allows the operator to decide among different variations of
content caching and routing within its domain (symmetric,
asymetric, multicast), potentially assign a part of the caching
space for opportunistic caching in a hybrid fashion together
with the targetted content caching proposed by our framework,
and in the case of a large topology, e.g. for Tier-1 ISPs,
potentially support multiple content replicas to reduce latency.
We believe this to be a holistic framework applicable to both
emerging operator-provided CDNs and also to future ICNs if
these see deployment in the longer term future.
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