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Abstract

In this thesis, a comprehensive analytical and computational study of linear and nonlinear

optical response of nanostructured two-dimensional (2D) and bulk materials is presented.

The new numerical methods developed in this thesis facilitate an efficient and accurate

design of new artificial optical materials and novel nonlinear optical devices. Moreover,

the presented results and conclusions can provide a deeper theoretical understanding of

different resonant, nonlinear optical phenomena in photonic nanostructures.

Two computational electromagnetic methods to calculate the interaction of light with

linear and nonlinear diffraction gratings and more general periodic structures have been de-

veloped. An efficient formulation of the rigorous coupled-wave analysis (RCWA), a modal

frequency domain method, for accurate near-field calculations and for complex oblique

structures has been proposed. This method has been implemented into a powerful com-

mercial software and applied to calculate diffraction in several nanophotonic devices highly

relevant to practical applications. Beyond this commercial implementation, the RCWA has

been extended to describe nonlinear optical effects in nanostructured graphene and transi-

tion metal dichalcogenide monolayers, with second- and third-harmonic generation being

the most important nonlinear processes. A key feature of this formulation is that it is in-

dependent of the height of the 2D material and only requires knowledge of its linear and

nonlinear optical properties. Using this method, plasmon resonances of nanostructured

graphene have been investigated and tuneable Fano resonances have been explored to in-

crease the efficiency of nonlinear optical effects in photonic heterostructures comprising

transition metal dichalcogenide monolayers and nanopatterned slab waveguides.

The second thrust of the thesis was devoted to extending the so-called generalised

source method (GSM) to the area of nonlinear optics. In particular, its mathematical for-

mulation has been extended to incorporate second- and third-order nonlinear optical ef-

fects. The proposed nonlinear GSM has been used to design and optimise multi-resonant

photonic devices made of nonlinear optical materials. In addition, this advanced computa-

tional method facilitated the understanding of strong nonlinear optical activity in plasmonic

nanostructures and explained the multipolar nonlinear optical response of certain nonlinear

metasurfaces.
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Chapter 1

Introduction

Photonics, the science of light and its applications, is one of the most dynamic areas of

current research in physics and engineering. Electromagnetic and photonic principles are

deeply embedded in modern telecommunication systems, medical devices, consumer elec-

tronics, renewable energies and lighting systems. In recognition of the fundamental impor-

tance of light to our modern way of life, last year has been celebrated by the United Nations

as the International Year of Light and Light-based Technologies. This recognition of the

importance of light and its impact on our life, however, does not mark the peak of research

in photonics. Instead, the potential economic and social impact of future applications and

technologies based on photonics, such as optical cloaking, nano-scale lasing or integrated

silicon photonics, can hardly be estimated, so that photonics is expected to remain one of

the key technologies of the 21st century playing the central role which electronics played in

the last century.

A large class of these light-based technologies, such as optical sensing, display tech-

nologies, non-invasive medical diagnosis, and fibre-optical communication, depend on non-

linear optical phenomena, such as higher-harmonic generation, in microscopic structures.

While the theory of linear interaction of light with matter is well understood, the investiga-

tion of these nonlinear optical processes in nanostructured materials is far more challenging

and less understood, due to the higher complexity of the underlying mathematical models

and the physical intricacies pertaining to how they manifest in the bulk or at the surface of

nonlinear media. Experimental investigations are equally problematic, because nonlinear

optical effects are extremely difficult to measure let alone harness due to their low intensity

and their high sensitivity to geometric imperfections or defects in nanostructures. Despite

the fact that our capability to fabricate optical structures at the micro- and nanometer scale

has improved greatly throughout the last decades and complex nonlinear optical devices

can be fabricated with ever higher accuracy, advanced nanofabrication is often difficult to

perform, time-consuming, and expensive.

To overcome these challenges, highly sophisticated computational methods comple-
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ment the experimental investigation of optical structures and devices, and aid us in the

concrete understanding of theoretical models or experimental results. Computational in-

vestigation offers a deeper insight into the electromagnetic behaviour of photonic nanos-

tructures than most experimental techniques, and numerical modelling even drives the de-

velopment of novel applications. It can accelerate their design process and make it more

efficient and affordable by replacing the expensive cycle of fabrication, test, and redesign

in early stages of research and development. This is currently exemplified by the ongoing

research on optical metamaterials, artificially designed nanostructures with tailored optical

properties, whose design greatly benefits from the capabilities of powerful computational

software tools to simulate their intricate interaction with light. In this fashion, numerical

simulation has been an instrumental tool in electromagnetic research for over half a century,

and continues to drive innovation and progress in photonics. However, similar to the way

nanofabrication has to improve with the development of novel concepts, materials, applica-

tions and devices, also the capability of methods in computational electromagnetics has to

progress.

A concrete example for this demand for advanced numerical methods is given by the

advent of two-dimensional materials in the last decade, most notably graphene, a mono-

layer of carbon atoms arranged in a hexagonal lattice. Two-dimensional materials have

remarkable optical and optoelectronic properties, and they offer huge potential to enhance

or miniaturise the functionality of conventional bulk materials, or enable completely new

functionality at the nanoscale. Novel fabrication techniques allow the preparation of com-

plex devices incorporating nanostructured 2D materials, which further increases the need

for their accurate optical simulation. In particular, efficient and rigorous computational

modelling of nonlinear optical effects in devices containing 2D materials has been largely

not been addressed. It is thus a main objective of this thesis to develop numerical methods

for the investigation of nonlinear optical phenomena in nanostructures containing bulk and

2D materials. The next section will define the objectives of this thesis in more detail.

1.1 Main objectives of this thesis
Two main objectives have been formulated for this thesis. The first objective is the de-

velopment of efficient and accurate computational methods for modelling periodic optical

structures containing nonlinear optical materials based on a solid theoretical description of

nonlinear optics. Importantly, these numerical methods shall be capable of simulating dif-

ferent, dielectric and metallic materials, both three-dimensional (3D) and two-dimensional

in nature. The second objective has been the application of these methods to develop effi-

cient nonlinear nanostructures, and assist the experimental investigation of linear and non-

linear optical phenomena in photonic devices, in particular in nonlinear metasurfaces, by

numerical simulations. These two objectives will be specified more precisely now.
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The prerequisite for the development of a numerical method is a solid understanding

of the underlying physics. To meet this challenge, I will present mathematical models for

linear and nonlinear wave-interaction with bulk and 2D materials and give a broad definition

for the diffraction grating, which is the generic structure to be investigated. Based on this

scope of problems, two numerical methods, the rigorous coupled wave-analysis (RCWA)

and the generalised source method (GSM), which are both based on Fourier series expan-

sion, will be selected as the general basis for all numerical investigations in this thesis. The

mathematical theory of trigonometric series, which is fundamental to the accuracy and con-

vergence of the RCWA and the GSM, will be revisited and put into the context of these two

methods.

Armed with this physical and mathematical knowledge, I will derive a modular and

flexible formulation of the RCWA for the linear interaction of light with matter, which in-

corporates recent and relevant improvements to this numerical method, which are beneficial

to the goal of modelling nonlinear phenomena with RCWA. In particular, I will put special

focus on the accuracy of the calculated optical near-field, as it is of central importance for

nonlinear optical processes, and show the benefits of the proposed accurate near-field eval-

uation in RCWA. I will explain the details of the computer implementation of this advanced

formulation of the RCWA into a unique commercial software tool, OmniSim RCWA, and

discuss its computational capabilities and algorithmic details. Beyond this commercial im-

plementation, I will derive, implement and benchmark a modification of the RCWA which

allows the rigorous numerical simulation of arbitrary, structured nonlinear 2D materials,

which are embedded in larger periodic devices. Using the nonlinear RCWA for 2D materi-

als, I will design periodically patterned nanostructures comprising 2D materials, including

graphene and transition metal dichalcogenide monolayer materials, to enhance their non-

linear efficiency, after providing a comprehensive overview of their linear and nonlinear

optical properties.

In order to numerically model the optical nonlinearities in conventional bulk ma-

terials, I derive a nonlinear modification of the GSM and focus on modelling second-

harmonic generation and third-harmonic generation in periodically nanostructured mate-

rials.Subsequently, I will apply this novel numerical method to model the nonlinear optical

activity in 2D-periodic, plasmonic nanostructures to complement their experimental inves-

tigation. This comparison will not only provide validation of the numerical method and its

implementation but also give deep insight into the achiral origin of the nonlinear dichroism

in these nanostructures. Additionally, I will analyse the resonant enhancement of second-

harmonic generation in a resonant metasurface. To this end, I will derive an analytical

model for multipolar radiation in periodic structures, which is used to investigate the phys-

ical origin of this enhanced nonlinearity by comparison to numerical results from rigorous
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RCWA and GSM simulations.

1.2 Outline
Chapter 2 presents literature, physics background, reviews important properties of diffrac-

tion gratings and general periodic structures and nonlinear optical processes, introduces 2D

materials and their optical properties and possible applications. General numerical meth-

ods of computational electromagnetics will be reviewed and the choice of two specialised

numerical methods, the rigorous coupled-wave analysis and the generalised source method,

will be motivated. This chapter serves as a common denominator for the later derivations

and investigations, and the following chapters will pick up specific concepts from this chap-

ter, elaborate and relate back to them.

Chapter 3 rigorously derives the RCWA, the first numerical method developed in this

work. An overview of the most important developments of RCWA is presented, and the

mathematical background for Fourier series, which is the basic discretisation in the RCWA

and GSM, will be given to facilitate this derivation. Moreover, this chapter formulates and

solves the Fourier factorisation problem, and shows its importance for convergence of both

the RCWA and the GSM. The derivation of the RCWA also includes the numerically sta-

ble scattering matrix formulation for complex, metallic or dielectric, multilayered periodic

structures and first numerical examples illustrating the algorithmic choices made in this

formulation and their benefits to convergence and accuracy of the RCWA.

The accuracy with which the optical near-field can be calculated by the RCWA is

investigated in Chapter 4, and it explains the observed slow convergence and numerical

artefacts from which it suffers, namely unphysical oscillations at material boundaries due to

the Gibbs phenomenon. In order to alleviate these shortcomings, a mathematical formula-

tion for accurate near-field calculation in RCWA, for one- and two-dimensional straight and

slanted diffraction gratings is introduced. This accurate near-field computational approach

is tested and evaluated for several representative test-structures and configurations in order

to illustrate the advantages provided by the proposed modified formulation of the RCWA.

Chapter 5 describes the computer implementation of the RCWA in the advanced for-

mulation of Chapters 3 and 4 into a sophisticated, commercial software tool, OmniSim

RCWA. This powerful and user friendly software allows the accurate and efficient mod-

elling of arbitrary diffraction grating structures and optical metamaterials. The logical pro-

gram flow of OmniSim RCWA will be presented and special attention will be devoted to

specific algorithmic choices for normal vector field generation and scattering matrix calcu-

lations.

The focus of the remainder to this thesis, which goes beyond this commercially avail-

able work, is the numerical modelling of optical nonlinearities in photonic structures arising

in conventional bulk materials and novel 2D materials. Thus, Chapter 6 derives the RCWA
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for linear and nonlinear optical 2D materials in complex periodic structures. This is com-

plemented by a comprehensive description of the optical properties of graphene and transi-

tion metal dichalcogenide monolayer materials, their symmetry properties and the resulting

nonlinearities, namely third- and second-harmonic generation, respectively. The proposed

nonlinear RCWA is used to investigate multiresonant devices for enhanced and tunable

higher-harmonic generation from these 2D materials, and the interplay of plasmonic and

geometric resonances in a combined graphene-slab waveguide structure is analysed.

A different numerical method, the nonlinear GSM, is derived in Chapter 7 to model

optical nonlinearities in structured 3D materials constituting diffraction gratings. It will be

shown how the nonlinear GSM algorithmically incorporates the quadratic nonlinearity of

non-centrosymmetric materials and its convergence will be investigated in a set of bench-

mark calculations. Thereafter, it is employed to demonstrate strong enhancement of SHG

one- and two-dimensional optical gratings resonantly coupled to a slab waveguide.

Chapter 8 applies the nonlinear GSM to model THG by a plasmonic Gammadion-type

nanostructure and describes a theoretical model for the calculation of the effective non-

linear susceptibility of nonlinear Gammadion- and Trisceli-type metasurfaces with three-

and four-fold rotational symmetries, respectively. Simulations and experimental observa-

tions are shown to agree well and confirm that a giant nonlinear optical activity in form of

near-unity nonlinear circular dichroism can be achieved in these structures.

Chapter 9 studies the second-order nonlinear response from resonant metasurfaces

composed of metallo-dielectric nanodisks. In addition to its experimental and numerical

verification, a theory of multipolar radiation from periodic structures is developed and used

to explain the origin of the resonant enhancement of nonlinear harmonic generation in the

metal-dielectric meta atoms.

The main conclusions of this thesis will be drawn in Chapter 10 and the contributions

of this work to the fields of computational electromagnetics and nonlinear optics will be

highlighted. Future prospects and ideas for extending this work are also presented in this

concluding chapter.



Chapter 2

Background

2.1 Introduction

The functionality and versatility of modern photonic devices arise from an in-depth theoret-

ical understanding of photonic principles and the the availability of state-of-the-art nanofab-

rication techniques. If these two prerequisites are given, then a photonic device can fulfil its

specific role as part of a larger photonic system. The underlying physics of most photonic

devices are described by Maxwell’s equations, a set of complex mathematical partial dif-

ferential equations. They lack analytical solutions in most practical situations and become

even more complex when nonlinear optical effects are considered. These challenges can

be met by employing sophisticated computational methods and their software implemen-

tation as these tools enable one to achieve an accurate description of the dynamics of the

electromagnetic field and its interaction with matter.

This chapter describes the theoretical background upon which this thesis builds its

original work. It serves as a common denominator for the remaining parts of the thesis,

which will subsequently refer back to the concepts introduced here and further elaborate on

them. In particular, Section 2.2 will discuss Maxwell’s equations, the mathematical formal-

ism that governs electromagnetism, and explain their most important properties. Section 2.3

introduces the nomenclature and theoretical aspects of diffraction gratings, a particular class

of periodic structures, which are the main device application of the computational methods

developed in this thesis. Subsequently, a short introduction to the theory of nonlinear optics

will be given in Section 2.4. The most widely used numerical methods of computational

electromagnetics will be classified and characterised in Section 2.5, where a particular fo-

cus is devoted to computational methods for modelling diffraction gratings. Thereafter,

Section 2.6 will illustrate a wide range of important applications of diffraction gratings and

nonlinear optical phenomena. Finally, Section 2.7 will provide a short introduction to 2D

materials and their potential applications in photonics.
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2.2 Maxwell’s equations
The physical principles of optics and electromagnetic radiation are described by Maxwell’s

equations, which were initially formulated by James Clerk Maxwell in Ref. [1]. The

macroscopic, time dependent formulation of Maxwell’s equations (ME) in differential form

reads [2]

∇ ·D(r, t) = ρ(r, t), (2.1a)

∇ ·B(r, t) = 0, (2.1b)

∇×E(r, t) +
∂

∂t
B(r, t) = 0, (2.1c)

∇×H(r, t)− ∂

∂t
D(r, t) = J(r, t). (2.1d)

Equation (2.1a) is the differential form of Gauss’s law, which relates the electric displace-

ment D with the free charge density ρ. The solenoidality of the magnetic induction B

is enforced by Eq. (2.1b). Maxwell-Faraday’s law, Eq. (2.1c), relates the electric field E

with B and finally, Ampere’s law, Eq. (2.1d), describes the connection of the magnetic

field H, D and the electric current density J. The real-valued electromagnetic (EM) field

quantities, denoted by calligraphic bold letters, depend on the location r and the time t.

If we assume that there is no coupling between the electric and magnetic fields, the

following constitutive relations complete the above set of equations:

D(r, t) = ε0E(r, t) + P(r, t), (2.2a)

H(r, t) = µ−1
0 B(r, t)−M(r, t). (2.2b)

where ε0 and electric permittivity and µ0 are the permeability of free space. The electric

polarization P and the magnetization M account for the electric and magnetic response

of the material, respectively, and are in general functions of the electric and magnetic field

which can account for anisotropy, nonlinearity, and spatial and temporal nonlocality in a

medium [2, 3]. Thus, the electric polarization can be expressed as

P(r, t) =ε0

∫ ∫
χe(t, t

′, r, r′;E)E(t, t′, r, r′)dr′dt′, (2.3)

where χe denotes the general electric susceptibility. A similar relation can be formulated

for the magnetisation with general magnetic susceptibility, χm. In linear, non-dispersive

media, however, these relations can be substantially simplified to

P(r, t) =ε0χ
(1)
e (r)E(r, t), (2.4a)

M(r, t) =µ−1
0 χ(1)

m (r)B(r, t), (2.4b)
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where χ(1)
e and χ(1)

m are the linear electric and magnetic susceptibility tensors, respectively.

They result in linear constitutive relations for the displacement and magnetic fields

D(r, t) = ε0εr(r)E(r, t), (2.5a)

H(r, t) = µ−1
0 µr(r)B(r, t), (2.5b)

with the relative permittivity tensor εr(r) := χ
(1)
e (r)+ I and relative permeability µr(r) :=

χ
(1)
m (r) + I. Here, I denotes the identity matrix of respective size.

Maxwell’s equations can describe EM interactions with inhomogeneous structures

consisting of different media. At any point on an interface S between two media with

normal vector n pointing into the region occupied by medium 2, the electromagnetic field

quantities in region 1 (D1, B1,E1, H1), are related to the quantities in region 2, denoted

with subscript 2, by boundary conditions. The EM boundary conditions at this interface in

the linear case read

(D2 −D1) · n = σ, (2.6a)

(B2 −B1) · n = 0, (2.6b)

n× (E2 −E1) = 0, (2.6c)

n× (H2 −H1) = j, (2.6d)

where σ and j are the idealized free surface charge density and surface current density,

respectively. The important case of vanishing σ in Eq. (2.6a) implies continuity of the

normal component of the displacement field across the interfaces of different media. The

tangential component of E is always continuous. If the to media additionally have different

permittivity, ε1 6= ε2, the normal component of E and tangential components of D are

discontinuous across S.

A direct consequence of ME is the continuity relation for free charge density and cur-

rent density ρ and J, respectively. The divergence of Eq. (2.1d) together with Eq. (2.1a)

yields

∂

∂t
ρ(r, t) +∇ ·J(r, t) = 0. (2.7)

An important aspect of ME (2.1) is revealed if harmonic time-dependence e−iωt of all

fields is assumed. Specifically, for a fixed angular frequency ω, each field quantity f(r, t)

is written as

f(r, t) = f(r,ω)e−iωt + c.c. (2.8)
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with a complex, time independent amplitude f(r,ω). It should be noted that there are

different conventions regarding Eq. (2.8) as it can involve an additional factor of 1
2 . The

harmonic time-dependence allows the replacement of the partial temporal derivatives in

Eq. (2.1) with −iω and the formulation of ME in the frequency-domain

∇ ·D(r,ω) = ρ(r,ω) (2.9a)

∇ ·B(r,ω) = 0 (2.9b)

∇×E(r,ω)− iωB(r,ω) = 0 (2.9c)

∇×H(r,ω) + iωD(r,ω) = J(r,ω) (2.9d)

It should be noted that, without electromagnetic sources, Eqs. (2.9a) and (2.9b) are not inde-

pendent but can be obtained by taking the divergence of Eqs. (2.9c) and (2.9d), respectively.

Given a field quantity for all frequencies ω one can recover its behaviour in the time-domain

by the inverse Fourier transform. The electric field is given by the linear superposition of

the single frequency solutions E(r,ω) of Eq. (2.9)

E(r, t) =
1

2π

∫ ∞
−∞

E(r,ω)e−iωtdω. (2.10)

A special kind of solution of ME in a homogeneous, isotropic (εr(r) = εrI,µr(r) =

µrI) medium without sources, ρ(r, t) = 0 and J(r, t) = 0, is the transverse plane wave

E(r, t) = E(ω)ei(kn·r−ωt) + c.c. (2.11)

where n is the unit vector along the propagation direction and k is called the wave number.

To show this, Eqs. (2.9c) and (2.9d) can be combined to obtain the Helmholtz wave equation

in frequency-domain without sources

∆E(r,ω) + ω2µεE(r,ω) = 0, (2.12a)

∆B(r,ω) + ω2µεB(r,ω) = 0 (2.12b)

where ∆ denotes the Laplace operator: ∆F := ∇ (∇ · F) − ∇ × (∇× F) for any vec-

tor field F of r. Inserting the definition of the plane wave Eq. (2.11) into the Helmholtz

equation (2.12) yields the expression for the wavenumber

k =
√
µ0ε0µrεrω =

√
µ0ε0nω = ω

n

c
= k0n. (2.13)

Hereby, n =
√
µrεr denotes the refractive index of the medium and c = 1√

µ0ε0
is the speed

of light in vacuum. Moreover, k0 = ω
c is the free space wavenumber.
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The material electrical properties, namely the electric and magnetic susceptibility, of

all real media exhibit dispersion, that is they vary with frequency ω [2]. This is illustrated

by considering the motion of an electron with negative unit charge −e and mass m around

a fixed positive charge (e.g. atomic core) in an isotropic medium. Let us assume that

the electron at position r is bound by a harmonic force with binding frequency ωb and

additionally excited by a harmonic electric fieldE(r, t) = E(r)e−iωt. This can be described

by the driven harmonic oscillator model

m
(
r̈ + γṙ + ω2

br
)

= −eE(r, t) (2.14)

where γ is a phenomenological damping factor. Assuming only small deviations from the

average electron position one can find the electric dipole moment contribution by each elec-

tron to be

p = −er =
e2

m
(
ω2
b − ω − iωγ

)E (2.15)

Assuming further that the medium consists ofN molecules per unit volume and fj electrons

per molecule with binding frequency ωj and damping factor γj , j = 1, . . . ,Nj , one finds

for the linear electric susceptibility

χe(ω) =
Ne2

ε0m

Nj∑
j=1

fj
ω2
j − ω2 − iωγj

. (2.16)

Denoting Ne2

ε0m
:= ω2

p as the plasma frequency and also including the contribution of free

electrons, i.e. electrons with vanishing binding frequency ωb = 0, one obtains the Drude-

Lorentz model for the relative permittivity εr(ω) = 1 + χe(ω)

εr(ω) = 1 + i
ω2
pf0

ω(γ0 − iω)
+

Nj∑
j=1

ω2
pfj

ω2
j − ω2 − iωγj

(2.17)

where f0 is the number of free electrons per molecule and γ0 their damping factor. This is a

general and widely used model for the electrical permittivity of metals and semiconductors.

In this derivation, magnetic effects have been ignored and in fact, natural materials do not

exhibit magnetism at optical frequencies. Therefore, only nonmagnetic materials (µr = 1)

are considered throughout this thesis.

For the investigation of ME it is often useful to formulate them in curvilinear coordi-

nate systems [4, 5]. Depending on the structure under consideration, ME can be simplified

significantly if a suitable coordinate system is chosen. For example the scattering of light

from a spherical structure can most elegantly be described in a spherical coordinate sys-
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tem [6].

Let Or1r2r3 = Oxyz denote the Cartesian coordinate system and let Or̄1r̄2r̄3 be

an arbitrary curvilinear coordinate system which is related to Or1r2r3 by the coordinate

transform action

rα =rα(r̄1, r̄2, r̄3), α = 1, 2, 3. (2.18)

In a structure containing a distribution of nonmagnetic, isotropic media free of sources

Faraday’s Law (2.9c) and Ampere’s Law (2.9d) in covariant form then read

3∑
l,m=1

ζklm
∂

∂r̄l
Ēm(ω, r̄) = ik0

3∑
l=1

|ḡ(r̄)|− 1
2 ḡkl(r̄)H̄l(ω, r̄), (2.19a)

3∑
l,m=1

ζklm
∂

∂r̄l
H̄m(ω, r̄) = −ik0

3∑
l=1

|ḡ(r̄)|− 1
2 ḡkl(r̄)ε(r)Ēl(ω, r̄) (2.19b)

where Ēk and H̄k are field components in the curvilinear coordinate system. Here, ζ de-

notes the totally antisymmetric Levi-Civita tensor and ḡ is the metric tensor associated with

Or̄1r̄2r̄3 with the components

ḡkl(r̄) =

3∑
n=1

∂r̄k

∂rn
∂r̄l

∂rn
(2.20)

and determinant |ḡ(r̄)|. One can identify effective relative permittivity and magnetic sus-

ceptibility tensors

ε̄kl(r̄) = ε(r) |ḡ(r̄)|− 1
2 ḡkl(r̄), (2.21a)

µ̄kl(r̄) = |ḡ(r̄)|− 1
2 ḡkl(r̄) (2.21b)

that have been induced by the transformation into a curvilinear coordinate system. Chang-

ing the coordinate system is hence equivalent to a change of the material properties. This

principle is at the heart of the theory of transformation optics [7].

2.3 Nomenclature and theoretical aspects of periodic structures:
diffraction gratings

Periodicity is an important property of many EM structures as it allows the coherent scat-

tering of light and consequently enhanced device functionality. A random arrangement of

N scatterers results in incoherent scattering of light, the total intensity of scattered light

being proportional to N and usually independent of the considered direction [2]. By con-

trast, in the case of a periodic arrangement of N scatterers the intensity of scattered light
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Figure 2.1: Generic two-dimensional grating (bottom) with periods Λ1 and Λ2 on a homogeneous
substrate with permittivity εs and close-up of its unit cell. The cover material is vacuum.

is proportional to N2, if the scattering direction is along specific directions. This is due to

the coherent superposition of individual scattering amplitudes [2, chapter 10]. Therefore,

periodicity is one of the defining feature of different optical devices.

Before some of the most important applications of diffraction gratings and other peri-

odic optical structures are presented in Section 2.6, a few definitions and theoretical con-

cepts about periodic structures in the context of electromagnetics will be given and dis-

cussed. To this end, this section borrows concepts from the theory of periodic media [8, 9]

and it is assumed that all involved media are nonmagnetic (µr(r) = 1), linear and isotropic

(εr(r) = ε(r)I).

A generic two-dimensionally periodic grating structure is depicted in Fig. 2.1. The

structure possesses a discrete translational invariance in the x-y-plane but is arbitrary in the

z-direction:

εr(r) = εr(r + R) (2.22)

for all lattice vectors R ∈ R := R(Λ1, Λ2) := {n1Λ1 + n2Λ2 : ni ∈ Z}. The two

linearly independent vectors Λi are called primitive lattice vectors as their discrete linear

combinations form the set of lattice vectors R. The unit cell is the smallest area (volume in

3D) of the direct space such that it generates the direct lattice by translation with the lattice

vectors.

Gratings are conceptually similar to 2D photonic crystals, as per Fig. 2.2(b), in that

both are periodic in two dimensions, with one distinct difference: the characteristic length of

2D photonic crystals is comparable to the optical wavelengths, whereas this constraint does

not hold on the case of diffraction gratings. Every optical structure fulfilling this criterion

will be called diffraction grating, or simply grating throughout this work. This broader



2.3. Nomenclature and theoretical aspects of periodic structures: diffraction gratings 31

a) b) c)

Figure 2.2: Schematic representation of one-, two- and three-dimensional photonic crystals.
Colours represent media with different permittivities (adapted from Ref. [8]).

definition of the term grating is fruitful as it covers very general structures, e.g. periodic

metamaterials and generalizes their theoretical and numerical treatment, and at the same

time covers the traditional, more specific terms binary gratings, crossed or holographic

gratings.

An important concept derived from this periodicity is that of the reciprocal lattice. By

applying a Fourier transform to ε(r) and using the periodicity of ε(r) one can find that for

each z, ε(r) is given as two-dimensional Fourier series

εr(x, y, z) =
∑
G∈G

ε̃r(G, z)eiG·r‖ (2.23)

where G = G(Λ1, Λ2) := {G such that for any R ∈R there is a n with G ·R = 2nπ}
denotes the set of reciprocal lattice vectors. Interestingly, one can show that the reciprocal

lattice of G is again the direct lattice R, which emphasises their dual nature.

The reciprocal lattice allows the definition of the first Brillouin zone B, a non redun-

dant domain in the reciprocal space. It is defined as the domain in the reciprocal space for

which any point is closer to the origin than to any other reciprocal lattice vector:

B := {k : ‖k‖ ≤ ‖k + G‖ for all G ∈ G} (2.24)

The elements of B are non redundant in the sense, that there are no two distinct vectors

P 6= Q in the interior of B such that P−Q = G for any G ∈ G. The direct and reciprocal

lattice and the first Brillouin zone for a triangular lattice are illustrated in Fig. 2.3.

From this starting point one can already characterize an important property of the EM

fields of a grating structure. It can be shown (see Appendix A) that all eigensolutions of ME

for a grating are pseudo-periodic. That is for each in-plane wavevector k‖ one can write a
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a) b) c)

𝒂1 = 𝑎  𝐱 + 3 𝐲 /2

𝒂2 = 𝑎  𝐱 − 3 𝐲 /2

 𝐱

 𝐲

Figure 2.3: A triangular lattice in real and reciprocal space (adapted from Ref. [8]). a) Network of
lattice points in real space. b) Representation of the reciprocal lattice in k-space. c) The
first Brillouin zone is a hexagon centred at the origin.

corresponding solution Ek‖ of Eq. (2.9)

Ek‖(r,ω) = uk‖(r‖, z,ω)eik‖·r (2.25)

as the product of a periodic function uk‖(r‖, z,ω) and a plane wave phase shift term eik‖·r.

It should be noted that uk‖(r‖, z,ω) is periodic only in the x-y-plane. Its longitudinal z-

dependence is still arbitrary. This fundamental result is commonly referred to as Bloch’s

Theorem. It has been established first in the context of quantum mechanics [10] and solid-

state physics [11], where it states that the wave function of a particle in a periodic potential

is pseudo-periodic. It is the starting point for the theoretical investigation of gratings and

many numerical solution methods for gratings, see Section 2.5.

For a given plane wave which is incident from a homogeneous cover region with re-

fractive index nc onto a grating structure, as per Fig. 2.1, with wavevector k̃ = (kx, ky,−kz)
and amplitude Ẽ′0, Bloch’s Theorem allows to decompose the EM fields in the cover into a

pseudo-Fourier series

E(1)(ω, x) = Ẽ0e
ik̃·x +

∑
G∈G

E
′(1)
G eikG·x. (2.26)

The single plane wave terms in the infinite sum are called diffraction orders and they con-

stitute the reflected field. Their respective wavevectors are given by

kG,‖ = k̃‖ + G‖ and kG,z =

√
ω2n2

cc
−2 −

∥∥kG,‖
∥∥2

. (2.27)

The latter formula represents the dispersion relation of a plane wave propagating in the

cover medium. For small
∥∥G‖∥∥, kG,z is a real number, which yields a small number of

propagating diffraction orders. Their respective intensity relative to the incident intensity is

called diffraction efficiency. For
∥∥G‖∥∥ large enough, kG,z becomes imaginary and yields
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an evanescent plane wave. Such evanescent plane waves do not carry energy, but they

contribute to the near-field of the grating structure.

An interesting phenomenon for changing ω appears when a diffraction order undergoes

the change from propagating to evanescent, i.e. kG,z = 0. This transition can be due to

changing of the incident angle or wavelength and leads to a redistribution of power between

the remaining propagating orders. This phenomenon which has been studied in Ref. [12]

and is known as cut-off or Wood’s anomaly. A decomposition analogous to Eq. (2.26) can

be done in the homogeneous substrate region.

2.4 Introduction to nonlinear optics
Nonlinear optics is the study of the interaction of intense light with media in which the

electric polarization density P depends on the electric field E in a nonlinear fashion. Suffi-

ciently intense light, e.g. generated by a strong laser source, can modify the optical proper-

ties of a material system itself resulting in such a nonlinear behaviour. This is an underlying

principle for many applications and an introduction into its mathematical description is

given in what follows.

The nonlinear polarization can be described by a Taylor series

P(r, t) =ε0χ
(1)E(r, t) + ε0χ

(2) : E(r, t)E(r, t) + ε0χ
(3) ... E(r, t)E(r, t)E(r, t) + . . .

=P(1)(r, t) + P(2)(r, t) + P(3)(r, t) + . . . (2.28)

where χ(1) is the linear electric susceptibility, and χ(2) and χ(3) are the second- and third-

order susceptibilities, respectively, and no time-dependence of the susceptibility values was

assumed. The second- and third-order polarization components P(2) and P(3), respec-

tively, are typically orders of magnitude smaller than the linear polarization P(1) due to the

minute values of χ(2) and χ(3) in natural materials compared to χ(1). Hence the linear ap-

proximation P(r, t) = P(1)(r, t), which underlies the theory of linear optics, is sufficient

when the intensity of E(r, t) is small. For increasing intensity, however, the higher-order

contributions become relevant. Amongst the first experimental observations of nonlinear

optical phenomena was that of second-harmonic generation in a quartz crystal under strong

laser field by Franken et al. [13]. In fact, given high enough intensity of the electric field,

all dielectrics, even vacuum, become nonlinear [14].

Second-harmonic generation (SHG), a special case of sum-frequency generation

(SFG), is one of the most important nonlinear optical processes. It occurs when two pho-

tons with energy E = ~ω combine to form a photon with twice their energy 2E = 2~ω.

A schematic of the involved energy levels and a generic configuration of SHG is shown in

Fig. 2.4(a) and (b), respectively. In a first approximation, SHG only occurs in the bulk of

non-centrosymmetric media, that is in media whose crystal structure is not invariant to the
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Figure 2.4: Theoretical aspects of second harmonic generation (adapted from Ref. [15]). a) Energy
level diagram of photons for SHG. b) Schematic of frequency doubling by a nonlinear
optical material. c) Potential energy Function for a centrosymmetric (dashed) and a
non-centrosymmetric medium (solid blue).

inversion symmetry transformation.

A fundamental model for the second-order nonlinear susceptibility in such a medium

can be derived by considering the potential energy function U(r) of a non-centrosymmetric

material. Due to the lack of inversion symmetry of the material, U is asymmetric and the

simplest example is a cubic dependence of U

U(r) =

∫
F (r)dr = −m

(
1

2
ω2r2 +

1

3
ar3

)
, (2.29)

where the parameter a characterizes the strength of the anharmonicity (nonlinearity) of the

system. This is illustrated in Fig. 2.4(c). Not incidentally, Eq. (2.29) can be seen as the

second and third terms of a Taylor expansion of U(r) in the displacement r of the electron

from its equilibrium position. This potential gives rise to an anharmonic restoring force

F (r) = −m(ω2r − ar2) (2.30)

in the oscillator model Eq. (2.14) and yields

m
(
r̈ + γṙ + ω2r + ar2

)
= −eE(r)e−iωt + c.c. (2.31)

By solving this ordinary differential equation (ODE) one obtains relations for the nonlinear

polarization

P (2ω) = ε0χ
(2)(ω)E2(ω) (2.32)

and the expression for the second order susceptibility

χ(2)(ω) =
ε20ma

N2e3
χ(1)(2ω)

(
χ(1)(ω)

)2
. (2.33)
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Similar expressions for sum- and difference-frequency generation can be obtained the

same way, see Ref. [15, chapter 1]. Note that a scalar approximation of the electric field

was made in Eq. (2.31) and the specific tensorial structure of χ(2) has not been considered

here. The most general form of the second-harmonic polarization in non-centrosymmetric

media incorporating the vectorial nature of P and E is given by

Pi(2ω) = ε0
∑
j,k

χ
(2)
ijk(ω)Ej(ω)Ek(ω), (2.34)

where the specific structure of the complex 3× 3× 3 tensor χ(2) is determined by the sym-

metry properties of the material [16, chapter 2]. Important non-centrosymmetric materials

with high second-order susceptibility are GaAs, ZnO, LiNO3 and LiIO3. In a centrosym-

metric material, on the other hand, χ(2) vanishes in the above presented approximation, as

the potential U is symmetric in media with inversion symmetry, i.e. a = 0.

By including mbr3, the next term in the Taylor expansion, into the restoring force,

one can derive third-order nonlinear optical effects from Eq. (2.31). The first example of

a third-order nonlinear process is third-harmonic generation (THG), the generation of EM

fields with frequency 3ω from an incident field with frequency ω, which is characterized by

a nonlinear polarization

PNL
i (3ω) = ε0

∑
jkl

χ
(3)
ijkl(ω + ω + ω)Ej(ω)Ek(ω)El(ω). (2.35)

The second example is the optical Kerr effect and amounts to a field intensity dependent

change of the index of refraction

n = n(E) = n0 + 2n̄2|E(ω)|2 (2.36)

where n0 denotes the index of refraction in the linear regime and n̄2 is called the nonlinear-

index coefficient. This can also be expressed in terms of a nonlinear polarization

PNL(ω) = 3ε0χ
(3)(ω + ω − ω)|E(ω)|2E(ω) (2.37)

where for simplicity, tensor indices of χ(3) are suppressed and the field E = exE is assumed

to be linearly polarized. The nonlinear-index coefficient is hence related to χ(3) via n̄2 =
3χ(3)

4n0
.

Despite the vanishing second-order nonlinearity χ(2) in the bulk of centrosymmetric

materials, SHG can occur in such materials in two ways [17, 18]: i) The inversion symmetry

of centrosymmetric materials is broken at their interface, yielding a locally confined surface
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SH polarization

PNL(2ω) = ε0χ
(2)
s (ω) : E(ω)E(ω) (2.38)

which is only nonvanishing at the surface of the material. The intensity of the generated

surface SH is typically much smaller than in bulk of non-centrosymmetric materials. ii)

By taking into account the nonlocal contributions to the nonlinear polarization, that is the

dependence of PNL on spatial derivatives of E, a nonlocal nonlinear source polarization for

SHG in the bulk of centrosymmetric materials can be formulated:

PNL(2ω) = ε0χ
(2)
q (ω)

... E(ω)∇E(ω) (2.39)

where the explicit denotation of the 81 tensor components of χ(2)
q has been dropped. It

should be noted that noble metals, most liquids and gases, and - very important for the

emerging field of silicon photonics - silicon are centrosymmetric.

From the above discussion it can be seen that intense electric fields are necessary in

order to achieve strong nonlinear interactions, due to the generally small values of the non-

linear susceptibilities χ(2) and χ(3). An important concept to achieve a strong nonlinear

optical response is phase-matching: In the case of SFG and collinear plane wave propaga-

tion, the intensity of the generated field at frequency ω3 = ω1 + ω2 is given by

I = Imax
sin2 (∆kL/2)

(∆kL/2)2 (2.40)

where Imax denotes the total incident field intensity and L is the propagation length through

the nonlinear medium. The important quantity ∆k = k1 + k2− k3 is called the wavevector

mismatch of the beams with wavenumbers ki. This relation implies i) a drastic decrease

of the achieved intensity at the generated frequency ω3 if the wavevectors are not matched

u2 0.5

0

1

0 1 2
z/L

DkL=0

2

10
25

Figure 2.5: Effect of wavevector mismatch on the efficiency of second-harmonic generation
(adapted from Ref. [15]).
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(∆k 6= 0) and ii) a periodic dependence of the generated intensity on the effective propaga-

tion length L if ∆k 6= 0. Both effects are illustrated in Fig. 2.5 for the special case of SHG

where u2 denotes the real, normalized field amplitude at the SH, ∆kL is the normalized

phase mismatch parameter. Note that most lossless materials exhibit normal dispersion, i.e.

their refractive index monotonically increases for increasing frequency, which prohibits di-

rect phase matching. There are three ways to still achieve exact phase matching: i) Near

an absorption feature of a dispersion relation of the material, it exhibits anomalous disper-

sion. ii) Birefringence, which is the dependence of refractive index on the polarization and

direction of propagation, can be used to fulfil ∆k = 0 in certain anisotropic materials. iii)

A third approach is quasi- phase-matching by periodically poling the medium.

2.5 Overview of computational methods in electromagnetics
The study of the interaction of electromagnetic waves with matter has spawned a large

variety of methods to analytically or numerically solve Maxwell’s equations. The results

obtained from those methods are invaluable for understanding, validating and predicting

experimental results and for the design process of optical devices. Before numerical meth-

ods for solving Maxwell’s equation are discussed, it should be noted that there has been and

still is some interest in analytical and semi-analytical solution strategies for electromagnetic

problems. These solution-approaches can be highly efficient and elegant. Their drawback is

that they practically only work for a narrow range of problems and under limiting assump-

tions. However, the theoretical insight gained by analytical investigation of ME is valuable

and such analytical methods often form the basis of numerical methods or can be used to

obtain reference solutions for validation of the computer implementation of a numerical

method.

Moreover, the transition between an analytical method and a numerical method can be

seamless, as in the example of geometrical optics [19, 20]. The analytical investigation of

the short-wavelength limit of the wave-equation yields geometrical optics, which allows one

to describe large systems of paraxial optical elements (lenses, prisms, mirrors) in a simple

and very descriptive matrix formalism. However, the regime, where an approximation is

valid is limited: geometrical optics fails when diffraction or interference play a role, i.e.

when the wavelength is not much smaller than characteristic size of a device.

The focus of this work lies on rigorous numerical methods for electromagnetics, in

particular rigorous numerical methods to describe linear and nonlinear interaction of light

with diffraction gratings comprising conventional bulk and novel 2D materials. Before in-

troducing the formalism of numerical methods for periodic structures, a short classification

of rigorous numerical methods will be given now. Such an overview is important because,

naturally, no method can be universally used for any structure and setting; Each rigorous

method has a range of applications for which it is particularly well or ill suited. Knowledge
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of their properties is necessary to select an appropriate method to model a certain structure

at hand with high accuracy at minimal computational cost.

2.5.1 General-purpose numerical methods

The most fundamental distinction between numerical methods for ME is between time- and

frequency-domain methods. i) A time-domain methods solves the time-dependent ME (2.1)

in a time-stepping manner, i.e. a given initial configuration of the EM fields is advanced

from one time step to another. The numerical quantities are the real-valued time dependent

EM fields E and H. A direct advantage of time-domain methods is that they describe

the transient behaviour of the EM fields. ii) Frequency domain methods solve ME in the

frequency-domain, Eqs. (2.9), for a single given frequency, ω. The numerical quantities

are the complex field amplitudes E and H consisting of their real amplitude and phase.

Frequency domain methods hence immediately calculate the time-harmonic behaviour of

a system, which may be hard to achieve by simulating the transient behaviour with time-

domain methods.

Note that there are also methods that do not solve ME in the differential form (Eq. (2.1)

or Eq. (2.9)) but solve their integral form. Such methods include the method of moments

(also known as boundary element method [21]) and the discrete dipole approximation [22].

Their use can be especially beneficial for scattering and radiation problems in unbounded

domains.

Having distinguished between time- and frequency-domain methods, another impor-

tant distinction is the spatial discretisation employed by a method: i) Finite difference (FD)

discretisation employs a rectangular grid of points to discretise the spatial computational

domain. In the case of computational electromagnetics the Yee lattice [23], a staggered grid

in which the unknownsEα are located between the values of Hβ , is used to simplify the cal-

culation of the curl-operator and grant numerical robustness. Finite difference discretisation

is conceptually simple and can be highly efficient and accurate for grid-aligned structures,

but struggles with oblique and rounded shapes. ii) Finite element (FE) methods are based on

calculus of variations and their discretisation typically employs a structured tetrahedral (tri-

angular in 2D) mesh. Structured meshes allow the discretisation of geometrically arbitrary,

non-aligned and rounded structures with high accuracy at the cost of slightly higher con-

ceptual complexity. A less commonly used spatial discretisation scheme is provided by the

finite volume [24] discretisation. One problem from which all space domain methods suffer

is the finite size of the discretised computational domain for radiating or scattering applica-

tions, which can result in artificial reflection from the boundaries of the discretised domain.

Perfectly matched layers (PML), which are artificially introduced absorbing material layers

at the boundary, can be employed to remedy such unwanted effects.

A popular method in computational electromagnetics is the finite-difference time-
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domain method (FDTD, [25]). Its most compelling features are its efficiency, simplicity

and capability to solve electromagnetic problems coming from a wide range of applica-

tions. The efficiency of FDTD can be attributed to the use of an explicit time discretisation

scheme and the structured Yee lattice. Although the time step size of explicit methods is

limited by the Courant-Friedrichs-Lewy (CFL) stability condition, each FDTD time step

can be computed very efficiently as it only requires an explicit update of grid variables from

neighbouring values which does not involve the solution of a potentially large linear system

of equations. There are numerous commercially or freely available FDTD implementa-

tions [26–28], as well as countless hand-tailored implementations developed and used in

academic institutions and industrial research and development institutions.

For certain classes of structures, there are more specialized algorithms such as the

eigenmode expansion method [29] or the split-step Fourier method [30] for light propaga-

tion in optical fibres and waveguides. Other specialised numerical methods are the multiple

scattering method [31], a series expansion method in the frequency-domain that is tailored

to calculate interaction of light with clusters of particles [6] or rods [32]. Applying these

methods to the specific domain or geometry, for which they are developed, allows one to

simulate more accurately and efficiently the EM interaction with these structures. This

makes highly specialised methods superior to general purpose methods when applied to

these particular geometries at the cost of the additional theoretical knowledge that has to be

invested in their derivation.

Another specific domain of applications, which highly benefits from special numerical

analysis, are periodic structures, in particular diffraction gratings, which are the focus of this

thesis. An overview of specialized numerical methods for diffraction gratings is presented

in the next section.

2.5.2 Numerical methods for diffraction gratings

Although there are ways to simulate diffraction gratings with general time-domain methods

like FDTD or finite-element time-domain (FETD), on many occasions it is more benefi-

cial to use more specialized algorithms, particularly frequency-domain methods. The major

problem of time-domain methods for gratings is, amongst others, that the frequency depen-

dent Bloch phase shift, i.e. the phase shift eik‖·Λ from one unit cell to the next, given by

the tangential component of the incident wavevector, can not be directly modelled by time-

domain methods without major modifications, such as the split field formulation of FDTD

(see Chapter 13 of Ref. [25] and Chapter 9 of Ref. [33]). The direct approach of mod-

elling periodic structures in a time-domain method is to not explicitly incorporate the phase

shift, but instead simulate a structure consisting of several identical unit cells. Although

this approach is conceptually simple, it is mostly ruled out due to its high computational

demand.
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Figure 2.6: Corrugated 1D-periodic grating with period d and analytically described surface S be-
tween two homogeneous regions V + and V − [33].

By contrast, the Bloch phase shift can be modelled directly by means of pseudo-

periodic boundary conditions in frequency-domain methods. However, even general

frequency-domain methods do not directly model the diffractive nature of gratings, i.e. the

decomposition Eq. (2.26) of the EM fields in terms of the different diffraction orders.

Due to the high practical importance of diffraction gratings, their wide application and

the shortcomings of general numerical methods, several grating-specific algorithms highly

suitable for their numerical investigation have been developed. A short overview will be

given now and two methods will be highlighted in depth.

A first class of numerical methods for gratings are integral methods [33, 34], which are

based on surface integral equations deduced from boundary value problems of the theory of

scattering. These methods use a surface integral equation of the form

v(r) +

∫
S
W (r, r′)u(r′)dr′ = cu(r) (2.41)

to relate the unknown field quantity u at any point in space to its values at the surface of the

grating S. Here, v denotes the excitation of the grating, W is the kernel of the equation and

the constant c = 0 or c = 1 determines whether Eq. (2.41) is a Fredholm equation of the first

or second kind. These methods are well suited for bare metallic and dielectric, corrugated

gratings as per Fig. 2.6, and multilayer gratings with and without interpenetrating layers

but they are not directly applicable to gratings with non-analytical function description, like

sharp edges or inverted grooves or graded gratings, i.e. gratings where ε varies continuously

in space.

Another class of methods are coordinate transform methods, most notably the

Chandezon method (C-method, [35]). The C-method employs a coordinate trans-
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form from the Cartesian coordinate system Oxyz to a translation coordinate system(
Or̄1 = x, r̄2 = y, r̄3 = z − a(r̄1)

)
where a(r̄1) is a continuously differentiable function

describing the surface profile S of a corrugated grating, see Fig. 2.6. The r̄3 coordinate

of the new coordinate system is aligned to the surface of the grating, which greatly sim-

plifies fulfilling the boundary conditions at the grating surface r̄3 = 0. As mentioned in

Section 2.2, ME in a curvilinear coordinate system can be described by their covariant form

Eq. (2.19). The next steps of the C-method are expressing the EM fields in Eq. (2.19) by

means of a pseudo-periodic series as postulated by Bloch’s theorem and numerically solv-

ing the resulting eigenvalue problem to find the modes of the grating structure. Finally the

field amplitudes are matched according to the boundary conditions to obtain the solution of

ME. The C-method works well for corrugated structures but can not deal with lamellar or

inverted groove gratings.

The differential theory [36] of periodic structures uses a projection of the EM field

and the structure (in terms of ε and µ) onto a set of suitable basis functions in order to

reduce Maxwell’s equations from a set of partial differential equations to a set of ordinary

differential equations. The natural basis for periodic structures and their EM solutions are

periodic and pseudo-periodic functions, respectively.

Two methods will be presented in more detail in this thesis: the well established rig-

orous coupled-wave analysis and the more recently introduced generalised source method.

Both these frequency-domain methods directly employ the decomposition of the electro-

magnetic field into a pseudo-periodic series as given in Eq. (2.25).

The rigorous coupled-wave analysis [4, 37–40], also know as Fourier modal method

(FMM), is a widely used method for the numerical investigation of gratings. The rationale

of RCWA is to approximate an arbitrary corrugated diffraction grating by thin periodic

layers in which the structure is assumed to be homogeneous in the direction of propagation.

In each layer, the EM fields are expressed as a pseudo-periodic series Eq. (2.25) and ME are

reformulated as an eigenvalue problem, which is solved numerically. The modes of each

layer, i.e. eigensolutions in each layer, are connected by matching the boundary conditions

at the interfaces between the layers, which yields the coefficients one needs to express the

EM field.

The generalised source method [41–44] is a different approach to solving the grating

problem. Only a short overview of the GSM is given here as its full derivation for both

linear and nonlinear gratings will be given in Chapter 7. The generalised source method

is a rigorous method to solve Eq. (2.9) with linear media without sources in the grating

region. The main idea of the GSM is to decompose the permittivity ε(r) = εb(r) + ∆ε(r)

into a simple background structure εb(r), for which the analytical solution operator Nb of

ME is known for any source term J, and a difference structure ∆ε(r) = ε(r) − εb(r). The
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difference permittivity gives rise to a generalised source term J = −iω∆ε(r)E which is

defined in terms of the solution E itself. This yields an implicit description of the solution

E:

E = Nb (−iω∆εE)

This relation is, in the case of the GSM, a system of integral equation. It is discretised by

a truncated pseudo-periodic series in the transverse direction and a grid in the longitudinal

direction. The resulting linear system of equations is typically large and has to be solved

numerically: to obtain a converged solution for a 2D-periodic grating, typically more than

105 unknowns are necessary.

Methods for gratings employing coupled integral equations have already been pro-

posed in Refs. [45, 46]. The specific features of the GSM are: i) it ensures the correct

Fourier factorization which guarantees fast convergence with respect to the number of in-

cluded diffraction orders in Eq. (2.25) and ii) the GSM makes use of the intrinsic structural

properties of the linear system of equation to solve it highly efficiently by means of an

iterative, matrix-vector multiplication based linear solver.

2.6 Overview of the applications of diffraction gratings and non-
linear optical effects

This section gives an overview of the applications of diffraction gratings and nonlinear

optical processes in these photonic devices.

2.6.1 Applications of diffraction gratings

Gratings are used in a multitude of applications, which are directly related to their physical

properties, namely the decomposition of the EM fields into the diffraction orders, which

enables a convenient way to engineer the optical far-field.

The most common application for gratings as a dispersive optical component stems di-

rectly from the decomposition of reflected and transmitted fields into the single diffraction

orders in Eq. (2.26). Apart from the central (also called zero or specular) diffraction order,

the wavevector of a diffraction order changes with frequency, ω, due to relation Eq. (2.27).

Therefore, gratings are widely used as wavelength separation devices in analytical instru-

ments for spectroscopy, the study of the interaction between matter and radiated energy.

Optical spectroscopy is an invaluable tool in astronomy, analytical chemistry, biology and

medicine [47] where grating-based spectrometers are used for qualitative and quantitative

analysis. In analytic chemistry, grating based spectrometers can be used to identify atoms

and molecules by their inherent discrete spectral absorption lines. They are used in flu-

orescence spectroscopy and colorimetry. In astronomy, the radiation from distant cosmic
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objects can be analysed to gain knowledge of their respective composition, position and ve-

locity. Amongst the main challenges is the low intensity of cosmic signals. Echelle gratings,

which posses a triangular profile with high groove angle, are used under grazing incidence

to spectrally separate the incoming light in large scale astronomical telescopes [48].

Although diffraction gratings have some limitations for spectroscopy, too, they have

several advantages over the classical dispersive element, the prism [33]: The dispersive

properties of a prism are defined by the material dispersion of the optical medium, whereas

the dispersion in gratings is due to geometric properties. Therefore, gratings can work in

spectral regions where there is no transparent and sufficiently dispersive optical material.

Moreover, prisms are bulky devices consisting of large volumes of an optically pure mate-

rial. In contrast, gratings can be plain devices with much smaller size and weight which do

not suffer from thermal expansion as strongly and are more suitable for miniaturising the

implementation of desired functionalities.

The decomposition of the incident beam into discrete diffraction orders can be used

to obtain the functionality of a multiplexer or demultiplexer, if the neighbouring diffraction

orders are viewed as the incident signal. Therefore, diffraction gratings can be used as paral-

lel multiplexing/demultiplexing components in multichannel fibre-optic telecommunication

network systems.

While spectroscopy makes use of the noncentral diffraction orders due to the neces-

sary dispersion of their wavevectors, optical filters work with the field given by the central

diffraction order. The key mechanism is that, depending on the shape and material of the

grating structure, incident angle and polarization, more or less power is converted from

the incident central order to neighbouring orders or is absorbed in lossy materials. This

converted power is not available in the central orders of the reflected or transmitted field.

Suitably chosen diffraction gratings made of non-absorbing material can act as broad-band

colour filters when operated in transmissions mode [49].

An important application of subwavelength diffraction gratings, that is Λ < λ, is the

grating-assisted coupling of light to the modes of cavities or waveguides [50, 51]. This is

illustrated by the case of a symmetric GaAs slab waveguide of height h =500 nm, as per

Fig. 2.7(a). The propagation constant βν of a slab waveguide mode of order ν is determined

by the dispersion relation

κ(βν)h− arctan
γ2(βν)

κ(βν)
− arctan

γ3(βν)

κ(βν)
= νπ (2.42)

with the parameter κ(βν) =
√
n2

1k
2
0 − β2

ν and γ2,3(βν) = σ
√
β2
ν − n2

2,3k
2
0 for TE (σ = 1)

and TM (σ = n2
1/n

2
2) modes. Here, ni denotes the index of refraction in the cover (i = 2)

or substrate regions (i = 3) or in the slab waveguide (i = 1), and k0 = ω
c is the free space
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Figure 2.7: a) Schematic representation of an asymmetric slab waveguide and the profile of a mode.
b) Dispersion relation of the TE0- TM1-modes of a symmetric GaAs-vacuum slab
waveguide and the light line in air. The normalizing angular frequency ω0 is given
by ω0 = c/1 µm. c) Dispersion relation folded into the first Brillouin zone.

wavenumber. In order for an incident plane wave to be coupled to a guiding waveguide

mode, its parallel wavevector component k‖ has to match the propagation constant βν of

a mode. The dispersion diagram Fig. 2.7(b) shows that this is not possible because the

modal propagation constants of the slab waveguide can only be found below the light line

of the cover and substrate media. By placing a grating with period Λ = 250 nm on top

of the waveguide, the translational symmetry of the structure is broken and the incident

plane wave can be coupled into the waveguide mode whenever the folded dispersion curve

Fig. 2.7(c) coincides with the parallel wavevector component:

mod
(
βν + k‖ +

K

2
,K

)
=
K

2
. (2.43)

A very detailed treatment of classical diffraction gratings, different types, their analytic

properties and further applications, such as tuning the lasing wavelength in laser systems,

for pulse compression or broadening, or as beam splitters, can be found in Refs. [47, 52]

and the introductory chapters of Ref. [33].

The study and design of metamaterials is one of the most thriving topics in modern

physics, as metamaterials allow the practical realisation of concepts that were thought to be

only possible in theory, as they assume material properties not existing or not yet found in

Nature. Due to their novelty, their high potential and the vibrant and ongoing research, it is

difficult to formulate a clear definition of metamaterials which is wide enough to cover all

aspects while being narrow enough to actually convey a clear meaning [53]. The following

definition however serves in many ways: A metamaterial is build up by artificial, engineered

structures in the same way natural materials are built up from atoms or molecules. The bulk

properties of a natural material are determined by the respective intrinsic and fixed resonant

properties of its constituent atoms or molecules. The building blocks in metamaterials are
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Figure 2.8: a) Refraction of an incident ray at an interface between two positive index materials
(right ray) and refraction at an interface between a positive index and a negative index
material (left ray): the transmitted ray is on the same side of the surface normal n as
the incident ray. b) Light formerly diverging from a point source is set in reverse and
converges back to a point. Released from the medium the light reaches a focus for a
second time (Reproduced from Ref. [55]).

artificial structures, so called meta-atoms or meta-molecules, which can be engineered to

achieve nearly any macroscopic property of the metamaterial. If a metamaterial is to be

interpreted as an effective medium, the size of its meta-atoms has to be significantly smaller

than the operating wavelength.

The most compelling example for the potential of metamaterials is the negative index

material which was first theoretically envisioned by Veselago [54] in 1968. It is defined as a

medium with both εr < 0 and µr < 0 resulting in a negative refractive index n = −√εrµr.
This assumption has interesting implications on the propagation of light in such materials.

For example, the transmission of light at the interface between a conventional material

n1 > 0 and a negative index material n2 < 0 is still described by the conventional Snell law

sin θ1

sin θ2
=
n2

n1
. (2.44)

Light at such an interface is refracted in the opposite direction (see Fig. 2.8(a) left ray) as to

what is expected for regular materials (Fig. 2.8(a) right ray).

An important direct application of such a negative index material is subwavelength

imaging, i.e. the construction of superlenses with infinitely fine resolution [55], see

Fig. 2.8(b) which surpass Abbe’s diffraction limit. However, there is no naturally occur-

ring negative-index material and it took until 2001 to design a metamaterial to effectively

behave as a negative index material, as per Fig. 2.9, which shows the structure used in the

first experimental demonstration of negative index of refraction in the microwave wave-

length range [56].

Apart from negative index materials, properly engineered metamaterials could be used
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Figure 2.9: Photo of a negative-index metamaterial [56] consisting of a lattice of square copper split
ring resonators and copper wire strips on opposite sides of fibre glass circuit boards.
This structure effectively acts as a negative index material at microwave frequencies.

to realise some exotic material properties demanded by transformation optics [7], find use in

highly efficient antennas, cloaking devices, or as highly efficient absorbers in photovoltaic

applications.

Although there are also non-periodic metamaterial designs (e.g. with a Penrose tiling)

the above negative index material example and many other designs of metamaterials are

periodic. Therefore, the study of metamaterials is inherently linked with that of diffrac-

tion gratings and many diffraction gratings can be seen as metamaterials or more exactly

metasurfaces.

2.6.2 Selected applications of nonlinear optical phenomena

In the regime of linear optics, the propagation of light with one frequency is independent

of its intensity and the distribution of light with other frequencies and the total optical field

is given by linear superposition of the individual frequency contributions. This principle of

linear superposition does not hold in the nonlinear optical regime due to the different non-

linear phenomena described in Section 2.4. These nonlinear optical effects could hence be

seen purely as an added complexity to the simpler, better understood theory of linear optics.

However, just these nonlinear mechanisms open the way for a multitude of applications,

which are impossible to achieve by means of linear optics, and several examples will be

discussed in this section.

First and foremost is the possibility for frequency conversion, a functionality that is im-

possible to achieve using linear optical processes. This is illustrated by a neodymium-doped

yttrium aluminium garnet (Nd:YAG) solid-state laser [57]. The direct output of a Nd:YAG

laser at 1064 nm can be converted to 532 nm by frequency locking the laser to a monolithic

ring resonator constructed from magnesium oxide-doped lithium niobate, MgO:LiNbO3,

which is a highly nonlinear optical crystal. This system yields an excellent conversion
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efficiency of 65% from fundamental to second-harmonic with no signs of temporal degra-

dation, making this combined Nd:YAG-MgO:LiNbO3 laser system an excellent choice for

generating laser light at a frequency in the visible range.

While most of the early studies of higher-harmonic generation focused on wave inter-

action in homogeneous nonlinear optical media, recent advances in nanofabrication tech-

niques and the advent of metamaterials have considerably broadened the experimental and

theoretical framework in which these nonlinear optical processes are explored. In partic-

ular, second-harmonic generation from isotropic [58–60] and chiral [61, 62] metasurfaces,

layered media coupled to arrays of plasmonic particles [63], and quantum engineered plas-

monic metasurfaces [64] have been investigated.

As seen in Section 2.4, nonlinear optical processes require high intensities to occur.

The diffractive properties of gratings can be used to achieve local field enhancement and

hence improve the efficiency of nonlinear application.

Second- and third-harmonic generation are widely used in nonlinear optical mi-

croscopy [15]. One advantage of employing nonlinear mechanisms is a high resolution

due to the localization of the harmonic generation to regions with maximal electric field

intensity of a focused laser beam. Another feature is that any unwanted influence of the

pump beam can easily be removed from the measured signal, because signal and pump

are spectrally separated. Nonlinear optical microscopy is intensively utilized in biomedical

applications where either the intrinsic nonlinear properties of the biological sample mate-

rials or those of artificially induced marker particles are employed [65]. These techniques

have been used for non-destructive, non-invasive imaging of living tissue cells both ex- and

in vivo and helped to identify numerous pathologies e.g. related to collagen disorder in

skin [66] or cancerous diseases [66, 67].

Nonlinear optical effects play an important role in fibre optics [68]. Glass as a cen-

trosymmetric material only allows nonlocal SHG and surface SHG, see Ref. [17]. Hence,

the most important nonlinear effects stem from third-order processes: nonlinear refraction

Eq. (2.36), which has to be accounted for in the design of fibre systems, and four-wave mix-

ing (FWM). They influences fibre optical systems in several ways. FWM as a feature is used

for fibre-based optical parametric amplification, for parametric oscillators and wavelength

conversion. However, FWM and especially nonlinear refraction degrade the efficiency of

wavelength-division multiplexing and are a cause for interchannel crosstalk in multichannel

optical fibre communication systems, which generally should be avoided.

The angular distribution and intensity of surface nonlinear effects depends heavily on

the morphology of the surface and is highly sensitive to the presence of imperfections or

impurities. Hence, the principles of surface nonlinear optics are the basis for highly selective

and sensitive techniques to optically probe interfacial phenomena. The enhancement of
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efficiency of SHG within extremely small nanoscopic volumes is of paramount interest in

surface science [17, 69], colloidal chemistry [70], and catalytic chemistry [71]. Due to its

nature, surface second harmonic generation is extremely sensitive to surface adsorbents.

As such, even a single-molecule layer adsorbed onto a surface can completely change the

surface nonlinear susceptibility. This sensitivity to changes of the chemical environment has

found many applications to the study of the symmetry properties of surfaces [72], the nature

of adsorbates at surfaces or interfaces [73], or noninvasive probing of buried interfaces [69].

Optical activity is a phenomenon that manifests itself in two ways: optical rotation, i.e.

the change of polarization angle of a plane wave during its propagation through a medium,

and circular dichroism (CD), i.e. different interaction of left- and right-circular polarized

light with a medium. These phenomena occur in chiral media. An object (e.g. a molecule or

a nanostructure) is chiral if it can not be superimposed on its mirror image by rotations and

translations. Therefore, optical activity is intimately related to the symmetry properties of

chemical substances, biomaterials and crystals and has been successfully employed to probe

them [74, 75]. Moreover, it can be instrumental in assessing the chiral purity of pharma-

ceuticals, agrochemicals and biomolecules [76–79]. Typically, the optical activity of chiral

media is very small, and ways to enhance it are necessary. Plasmonic field enhancement at

the surface of metal nanostructures [76–78] can increase the interaction of light with chiral

molecules. The optical activity for higher-harmonic generation exhibits much higher con-

trast for the two circular polarizations [79–82] as compared to the linear optical activity and

offers hence a powerful technique to probe the symmetry of organic and inorganic materials

due to its high sensitivity to the asymmetry of molecules and physical interfaces [83–85].

2.7 Introduction to 2D materials
The physical and theoretical concepts that have been introduced so far and their applications

have been concerned with conventional, three dimensional media, i.e. media that have a

spatial extent in all three spatial dimensions. This section will introduce the novel class

of two dimensional, atomically thin materials, which exhibit unique and intriguing novel

physical properties and have hence entered the focus of current research.

Since its first isolation, preparation, and theoretical description [86–88], graphene, a

monolayer of carbon atoms distributed in a hexagonal lattice, has attracted a tremendous

amount of interest in science and engineering due primarily to its outstanding physical

properties and potential for novel or optimised applications. Graphene was shown to have

remarkable mechanic strength [89–91] and extremely high thermal conductivity [92], mak-

ing it a particularly appealing materials platform for nano-electromechanical applications

and management of thermal processes in nano-electronic circuits [90, 93]. In addition, the

high carrier mobility of graphene enhances its potential for applications to high-frequency

electronics [94–96]. These and other remarkable properties of an atomically thin mono-
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layer of graphite have spurred new research into and development of new two-dimensional

materials, such as hexagonal boron nitride (h-BN), silicene (monolayers of silicon), and

transition metal dichalcogenide (TMDC) monolayers [97–100], each with their own series

of unique physical properties.

One additional compelling aspect of 2D materials is closely related to their optical

properties. Graphene, for example, is nearly transparent at optical frequencies, exhibit-

ing absorption of 2.3% of white light [101], which suggests it barely interacts with light.

This transparency and the earlier mentioned electro-mechanical properties make graphene

a promising new material for flexible optical devices [102] (e.g. touch screens). More-

over, graphene based structures can serve as an alternative to conventional metallo-dielectric

structures to spatially confine and guide light in the emerging field of graphene nanoplas-

monics [103–111].

In addition to these linear properties, the nonlinear optical properties of graphene and

other 2D materials have attracted increased attention. Graphene, as a centrosymmetric ma-

terial, exhibits third-harmonic generation [112, 113], strong optical Kerr nonlinearity [114],

and induced second order nonlinearity [115–117] in a single atomic layer if placed on a

substrate. This allows applications of graphene as ultra-compact optical modulator, optical

limiter, as frequency converter and in photovoltaic and photoresistive devices [102, 112–

115, 118]. On the other hand, other 2D materials, e.g semiconducting TMDC monolay-

ers, are non-centrosymmetric and hence allow even-order nonlinear optical processes [119–

122]. Due to their optical and electrical properties, they are suggested as nanoscale transis-

tors and saturable absorbers [123, 124]. The implementation of these linear and nonlinear

optical properties into applications, however, requires advances of fabrication and experi-

mental techniques [102, 125, 126], theoretical models, and, finally, computational methods

for modelling of devices incorporating 2D materials.
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Chapter 3

Theory of linear diffraction by periodic
structures: the rigorous coupled-wave
analysis

3.1 Introduction

The rigorous coupled-wave analysis RCWA is a fundamental numerical method to calcu-

late the interaction of electromagnetic waves with periodic structures and has been used

throughout the last few decades with large success. Its mathematical formulation became

more general as new applications of gratings demanded a more versatile numerical method

for their modelling, and it became more accurate and efficient once the connection between

the mathematical theory of Fourier series multiplication and the RCWA was better under-

stood. The main milestones in the development of the RCWA to a general method for

periodic optical structures shall be briefly outlined.

Original formulations of RCWA were used to study linear optical wave-propagation

in 1D planar and binary gratings [1, 2], metallic [3] and multilayered structures [4–6].

Its initial formulation shows excellent convergence for transverse electric (TE) polariza-

tion, however suffers from poor convergence for transverse magnetic (TM) polarization.

The reason for this substantially slower convergence was an incorrect factorisation of trun-

cated products of periodic functions in the Fourier space. For 1D gratings, this problem

was solved practically in Ref. [7] by employing the so called inverse factorisation rule, for

which a rigorous justification was given in Ref. [8]. An attempt to solve the Fourier fac-

torisation problem, which Ref. [9] adequately describes in the context of any differential

grating method, for 2D gratings was proposed in Ref. [10]. This formulation guarantees the

correct Fourier factorisation for coordinate system-aligned gratings; however, it still suffers

from slow convergence for rounded grating structures. In Refs. [11, 12] this issue success-

fully addressed for straight walled gratings with arbitrary cross section, and progress on the

Fourier factorisation for oblique structures was made in Refs. [13, 14].
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In contrast to the well established theory of RCWA for linear optical gratings, there

have been only few formulations of RCWA for nonlinear optics. References. [15] and [16]

proposed extensions to RCWA for bulk second- and higher-harmonic generation, respec-

tively, and anisotropic quadratically nonlinear media were treated in Ref. [17]. All these

formulations employ the undepleted pump approximation: the calculations at the funda-

mental frequency (FF) are decoupled from the second- (or higher-) harmonic calculations.

It was recently shown in Ref. [18] how to model the optical Kerr effect Eq. (2.37) in gratings

using a self-consistent iteration of the linear RCWA. It has however yet to be shown, how to

ensure the correct Fourier factorisation rules for the nonlinear part of nonlinear calculations

in RCWA.

This chapter presents a derivation of the RCWA, which incorporates the relevant ad-

vances in its theory, which have just been outlined. In particular, it employs the normal

vector field (NVF, [11]) approach for the solution of the Fourier factorisation problem and

I will show how this NVF approach generalizes to oblique, 2D-periodic structures [19, 20].

This derivation also serves as a mathematical reference for the computer code I implemented

for the photonics software company Photon Design Ltd. Details about the implementation

and capabilities of this commercially available software package, OmniSim RCWA [21],

will be given in Chapter 5. Additionally, this derivation will serve as the starting point

for the theory of linear and nonlinear diffraction in periodically patterned 2D materials in

Chapter 6.

The remainder of this chapter is organised as follows: Section 3.2 will introduce the the

physical setting of the grating problem. In order to facilitate the derivation of the RCWA,

Section 3.3 will give the necessary mathematical definitions and theorems regarding Fourier

series. Section 3.4 will continue this derivation by reformulating Maxwell’s equations into

a coupled system of ordinary differential equations, and introduce the concept of RCWA

modes. The staircase approximation used by RCWA and a numerically stable scattering

matrix formalism for multilayered structures are introduced in Section 3.5, before some of

the important algorithmic choices of the RCWA are illustrated by an example in Section 3.6.

Final remarks and conclusions about the RCWA will be given in Section 3.7.

3.2 Physical setting: the grating problem
The geometric setting for the presentation of the RCWA method are introduced in this Sec-

tion. Thus, consider the generic multilayered periodic structure presented in Fig. 3.1. The

close-up view in Fig. 3.1 depicts the unit cell of a 2D-periodic structure with periods Λ1

and Λ2, with the corresponding grating vectors, ~Λ1 = exΛ1 and ~Λ2 = eyΛ2, laying in

the (x, y)-plane. It consists of several bulky, periodically structured regions which will be

called bulk-layers, or simply layers. The shape of the layers and the isotropic materials they

comprise are described by relative electric permittivity distribution, εr(r). For generality
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Figure 3.1: Schematic of a generic multilayer x, y-periodic structure under plane wave incidence,
and a close-up of one unit cell. The specific shape of the grating is encoded in the
permittivity distribution function εr(x, y, z), which allows the description of slanted
(olive green), straight walled (red) or embedded or one dimensional parts (sand brown).

the depiction of the generic diffraction grating contains three different parts to illustrate

specific aspects and components of diffraction gratings. The lowest part is a 1D-periodic

binary grating structure consisting of alternating ribbons with different permittivity. Apart

from that, a straight walled part with quadratic cross section, and a slanted grating, i.e. a

grating part with oblique side walls, are depicted. The total periodic structure is enclosed in

the semi-infinite homogeneous cover and substrate layers with relative permittivity, εc and

εs, respectively. This is a specific illustration which should not distract from the fact that

any diffraction grating structure can be described by the permittivity distribution εr(r).

This periodic structure is excited by an incident plane wave with the electric field given

by:

Einc(r, t) = Einc(r)e−iωt = E0e
i(kt·rt−kzz−ωt) = E0e

i(kinc·r−ωt), (3.1)

where ω is the angular frequency, rt is the in-plane component of the position vector,

kt = kinc
t = kc(sin θ cosϕ, sin θ sinϕ) and kinc

z = −kc cos θ are the in-plane and nor-

mal components of the wave vector of the incident wave in the cover, respectively, with

kc =
√
εck0 =

√
εcω/c being the wavenumber in the cover region and c is the speed of

light. The polarization state of the incoming plane-wave is described by the field com-

ponents in the transverse electric and transverse magnetic configurations, namely ETE and

ETM, respectively, such that E0 = cosψETE+sinψETM is determined by the polarization

angle, ψ.
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3.3 Mathematical background for Fourier series methods in
photonics

Due to periodicity of the grating structure, the EM fields in and around the grating is pseudo-

periodic, i.e. periodic with an additional transverse phase shift. It is hence natural to express

the EM fields in terms of their Fourier series, which forms the basis of the numerical meth-

ods developed in this thesis, namely the RCWA and the GSM, see Chapter 7. Because a

rigorous understanding of Fourier series is necessary to understand the key features of their

numerical efficiency and convergence, the mathematical background of Fourier series will

be given in this section.

3.3.1 Definition and basic properties of Fourier series

The definition, notation and a few well known theorems regarding trigonometric series are

taken from Refs. [22, Chapters I and II] and [23, Chapter 16].

The Fourier series of a complex, 2π-periodic function f with f(x) = f(x + 2π) is

given by

S[f ](x) =
∞∑

n=−∞
fn exp(inx) (3.2)

where the coefficients fn are defined by

fn =
1

2π

∫ π

−π
f(x) exp(−inx)dx. (3.3)

The set of trigonometric functions {x 7→ exp(inx) : n ∈ Z} is orthogonal, in the sense that

∫ π

−π
exp(imx) exp(−inx)dx = 2πδmn := 2π

{
0 if m 6= n,

1 if m = n
(3.4)

for any m,n ∈ Z. Therefore, these functions are also linearly independent, i.e. a vanishing

Fourier series,

∞∑
n=−∞

fn exp(inx) = 0 for all x, (3.5)

implies that all its coefficients vanish, fn = 0 for all n.

Any integrable periodic function f ,
∫ π
−π |f(x)|2dx < ∞, has a Fourier series, i.e. the

coefficients fn in Eq. (3.3) exist. This, however, does not imply the way in which the Fourier
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series S[f ] represents f . Results for different notions of convergence of the partial sums,

SN [f ](x) =
N∑

n=−N
fn exp(inx), (3.6)

shall be briefly outlined, as they form the justification of the use of Fourier series as the basic

building block of a numerical method. Thus, if f(x) is piecewise continuous and piecewise

continuously differentiable, SN (f) converges pointwise to f on R \ Uf , where

Uf =
{
x ∈ R : lim

ε→0
f(x+ ε)− f(x− ε) 6= 0

}
(3.7)

is the set of discontinuous points of f . This means

lim
N→∞

SN [f ](x) = f(x) for x ∈ R \ Uf . (3.8)

For a point of discontinuity x ∈ Uf however,

lim
N→∞

SN [f ](x) =
1

2
lim
ε→0

(f(x− ε) + f(x+ ε)) (3.9)

If f(x) is continuous with piecewise continuous derivative, SN (f) converges uniformly to

f̃ on R, where f̃(x) := 1
2 limε→0(f(x− ε) + f(x+ ε)). This means

lim
N→∞

sup
x∈R

∣∣∣SN [f ](x)− f̃(x)
∣∣∣ = 0. (3.10)

Uniform convergence implies pointwise convergence and is hence a stronger concept. Fi-

nally, L2 convergence: If f is integrable, SN (f) converges to f in the L2-norm:

lim
N→∞

∫ π

−π
|SN [f ](x)− f(x)|2 dx = 0. (3.11)

These concepts of convergence will be important in the analysis of the RCWA and the GSM.

Other important basic properties of Fourier series are outlined here, and their proofs

can be found in Ref. [22, Chapter II, Theorem 1.1 and Theorem 1.12]

Linearity of the S-operator: For periodic functions f and g, and α ∈ C:

S[f + αg] = S[f ] + αS[g]. (3.12)

Affine coordinate change: For constant λ ∈ C and y ∈ R

f(λx+ y) is given by
∞∑

n=−∞
fn exp(iny) exp(inλx). (3.13)
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Derivation rule: If f is differentiable

f ′(x) is given by i
∞∑

n=−∞
nfn exp(inx). (3.14)

Parseval’s formula: The norm of an integrable f is given by the l2-norm of its coefficients

1

2π

∫ π

−π
|f(x)|2dx =

∞∑
n=−∞

|fn|2. (3.15)

One intrinsic feature of Fourier series is that all their terms exp(inx) are continuous,

and in fact analytic. This leads to the well known Gibbs phenomenon, also known as ring-

ing artefact in digital signal processing [24], which shall be illustrated now. Consider the

rectangular function

f(x) =

{
0 if |x| > π/2,

1 otherwise.
(3.16)

on the interval I = [−π,π) and its truncated Fourier series SN [f ] with N = 20 as per

Fig. 3.2(a). The partial sum SN [f ] approximates f and in fact converges pointwise to f

everywhere except for the points of discontinuity of f(x). However, this convergence is not

uniform but exhibits an over and undershooting behaviour around the discontinuities. This

is highlighted in Fig. 3.2(b) for increasing N around x0 = −π/2: whereas f is discontin-

uous and exhibits a jump of limε→0 f(x0 + ε) − f(x0 − ε) = 1, all partial sums of S[f ]

are continuous at x0 . Additionally, the apparent over and undershoot of SN [f ] near the

discontinuity is given by

lim
N→∞

max
x∈I

SN [f ](x)−min
x∈I

SN [f ](x) =
2

π

∫ π

0

sinx

x
dx = cG ≈ 1.17898. (3.17)

-p
x

0

0.5

1

y

f (x)
S20[f ](x)

x

0

0.5

1

y f (x)
S20[f ](x)
S60[f ](x)
S240[f ](x)

-p/2 0 p/2 p -p/2-0.5 -p/2 -p/2+0.5

(cG-1)/2
a) b)

Figure 3.2: Illustration of the Gibbs phenomenon. a) Rectangular function and its Fourier series
with N = 20 components. b) Close-up of region around point of discontinuity x = −π2
highlighting the over- and undershoot due to the Gibbs phenomenon for increasing N .



3.3. Mathematical background for Fourier series methods in photonics 66

The constant cG is known as the Wilbraham-Gibbs constant, or simply Gibbs constant,

named after Henry Wilbraham and Josiah Willard Gibbs. This problem, exemplified by the

rectangular function, appears for any discontinuous function and carries over into numerical

methods utilising Fourier series. However, with special precautions and care, it can be

mostly circumvented in RCWA and the GSM, as will be shown later.

3.3.2 Fourier series in RCWA: Representation of the EM fields

The results from the previous section to 1D Fourier series can be generalised to Fourier

series of two or more variables and can hence be used in the context of the RCWA.

The function of the permittivity distribution εr(x, y, z) of the structure in the (x-y)-

plane is expressed by a 2D Fourier series

εr(x, y, z) =
∞∑

n1=−∞

∞∑
n2=−∞

εr,n(z) exp

(
2πi

(
n1

Λ1
x+

n2

Λ2
y

))
(3.18)

with z-dependent coefficients εr,n(z) and n = (n1,n2). In the following, the double sum∑∞
n1=−∞

∑∞
n2=−∞ will be denoted by

∑∞
n=−∞. The Fourier series coefficients, εr,n(z),

are given by

εr,n(z) = εr,(n1,n2)(z) =
1

Λ1Λ2

∫ Λ2

0

∫ Λ1

0

εr(x, y, z) exp

(
−2πi

(
n1

Λ1
x+

n2

Λ2
y

))
dydx.

(3.19)

Considering this structure under plane wave incidence from the top region as per

Eq. (3.1), Bloch’s theorem (Appendix A) guarantees the solution of ME is pseudo-periodic,

i.e. periodic with an additional transverse phase shift. Therefore the EM field quantities

f = Eα,Hα, ..., α = 1, 2, 3, can be expressed as a Fourier series with phase shift,

f(x, y, z) = R ([f(z)])(x, y) :=
∞∑

n=−∞
fn(z) exp (i(knxx+ knyy)) (3.20)

where knx/y = k0x/y + n1/22π/Λ1/2 is the x/y component of the n-th diffraction order.

The inherent phase shift is determined by the transverse component of the incident plane-

wave k-vector k0x/y = kx/y. The sequence of Fourier series coefficients shall be denoted by

[f(z)], and the evaluation of a Fourier series by means of the infinite sum in Eq. (3.20) is de-

noted by the reconstruction operator R ([f(z)]). This reconstruction operator incorporates

the transverse phase shift exp(i(k0xx+ k0yy).

The expansion of the EM fields in a periodic bulk layer of the grating, e.g. the middle

part in Fig. 3.1, assumes a z-invariant permittivity function, εr(x, y, z) = εr(x, y) for z ∈
[z+, z−], where z+ and z− denote the bottom and the top of a periodic bulk layer. The way

one can handle oblique layers, the top part in Fig. 3.1, will be described in Section 3.5. Due
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to the z-independence of εr(x, y), also its Fourier series coefficients εr,n are z-independent.

In contrast to that, the EM field quantities are given by z-dependent Fourier series and

coefficients:

E(r) = R ([Ex(z)]ex + [Ey(z)]ey + [Ez(z)]ez) =: R ([E(z)]) (3.21a)

H(r) = R ([Hx(z)]ex + [Hy(z)]ey + [Hz(z)]ez) =: R ([H(z)]). (3.21b)

These expressions will be the starting point for the derivation of RCWA.

In actual numerical calculations, the infinite sums in Eqs. (3.18) and (3.21), need to

be truncated. A rectangular truncation pattern of n = (n1,n2) ∈ {−N1, . . . ,N1} ×
{−N2, . . . ,N2} will be used throughout this derivation, yielding a total of N0 = (2N1 +

1)(2N2 + 1) Fourier series coefficients used in the representation of field quantities. The

numbers N1 and N2 are often called the number of harmonics in the directions x and y,

respectively, and N0 can be called the total number of harmonics.

The truncation of products of periodic functions, in particular the constitutive relation

D(x, y, z) = ε0εr(x, y)E(x, y, z) (3.22)

from Eqs. (2.2a) and (2.4a), will require special attention in order guarantee fast conver-

gence of RCWA. Initial formulations of RCWA did not correctly address or ignored this

issue, and hence exhibited slow convergence for TM polarization and 2D-periodic gratings.

In fact, the Fourier factorisation problem not only arises in the context of RCWA, but also

in numerical methods based on other series expansions of the solution, such as the Bessel-

Fourier series or spherical harmonics for the scattering of light by cylindrical or arbitrary

objects, respectively (see Refs. [25–27]). Due to its importance, the problem of Fourier fac-

torisation will be introduced formally, before the correct treatment in the context of RCWA

is presented.

3.3.3 The Fourier factorisation problem

This section will introduce the problem of Fourier factorisation in one dimension. It follows

Refs. [8, 9] and borrows results from Refs. [22, 28]. Thereafter, solution strategies for 1D-

and 2D-periodic grating structures are shown.

To start with, let P be the set of piecewise continuous, piecewise smooth, bounded,

periodic functions in x with period 2π. For every f ∈ P and g ∈ P, the function

h(x) = f(x)g(x) (3.23)

is in P and the set of concurrent discontinuities of f and g is hence Ufg = Uf ∩Ug. Let the
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jump of f , i.e. the amount of discontinuity of f at x, be defined as

f̂x := lim
ε→0

f(x+ ε)− f(x− ε). (3.24)

Note that Ufg = Uh is not necessarily true, because of complementary discontinuities x ∈
Ufg with ĥx = 0, i.e. Ufg ⊇ Uh.

The problem of Fourier factorisation can then be stated as:

Given the functions f and g, determine the coefficients hn of their product h, without eval-

uating the product f · g in real space.

In case of untruncated Fourier series, this can be answered by Laurent’s rule [22] [Chap-

ter IV, Theorem 8.13], which yields an explicit representation of hn:

hn =

∞∑
m=−∞

fn−mgm for all n. (3.25)

If the number of terms in the Fourier series is truncated toN > 0, Laurent’s rule results

in coefficients

hNn =

N∑
m=−N

fn−mgm =

N∑
m=−N

JfKnmgm for n ∈ {−N , . . . ,N} (3.26)

which are in general different from hn. Hereby, JfKnm = fn−m is the m,n entry of the

JfK ∈ C(2N+1)×(2N+1) with 4N + 1 independent entries. Matrices with the particular

structure of the matrix JfK are called Toeplitz matrices and their properties and usage in the

RCWA and GSM will be described in Appendix C. The hope is, that for increasing N , the

partial sums obtained by the hn and hNn converge uniformly to h and the Fourier factorisa-

tion problem is solved. This is not always the case and three situations can be distinguished,

which are addressed by the theorems of Fourier factorisation. Their original formulation and

discussion can be found in Lifeng Li’s work [8], and their proofs in Ref. [29] [Appendix A].

Theorem I) If f and g have no concurrent jump discontinuities, limN→∞ h
N
n = hn for

all n and hence SN [hN ] converges uniformly to h.

Theorem II) If f and g have concurrent jump discontinuities, application of Laurent’s

rule introduces an error:

Sn[h](x) = Sn[hN ](x)−
∑

x0∈Ufg

f̂x0 ĝx0

2π2
ΦN (x− x0) + o(1) (3.27)

where the term o(1) converges uniformly to 0 as N increases and where the additional error
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term is given by

ΦN (x) =

N∑
n=1

cosnx

n

∑
|m|>N

1

m− n . (3.28)

This error function converges pointwise but nonuniformly to limN→∞ΦN (x) = π2

4 δ(x).

Theorem III) Let S be a subinterval or a collection of subintervals of [−π,π), and S̄ its

complement, where S or S̄ can be empty, and assume f(x) 6= 0 and that all discontinuities

of h are removable. If a) Re (1/f) does not change sign in [−π,π), Re (1/f) 6= 0 in S,

and Im (1/f) does not change sign in S̄ or b) Im (1/f) does not change sign in [−π,π),

Im (1/f) 6= 0 in S, and Re (1/f) does not change sign in S̄, then the partial sums SN [h̃Nn ]

of the Fourier series defined by the coefficients

h̃Nn =
N∑

m=−N

(
J1/fK−1

)
nm

gm for n ∈ {−N , . . . ,N} (3.29)

converge uniformly to h. Here, J1/fK is the Toeplitz matrix of the Fourier series coefficients

of 1/f(x), and hence Eq. (3.29) is called the inverse rule.

Theorems I and III directly give solutions to the Fourier factorisation problem, whereas

Theorem II quantifies the error made when incorrect factorisation is performed. An exam-

ple shall illustrate the important implications of correct and incorrect Fourier factorisation.

Consider the functions

f(x) =

{
a, |x| < π/2,

a/2, |x| ≥ π/2,
(3.30a)

g(x) =

{
b(1− |x|/π), |x| < π/2,

2b(1− |x|/π), |x| ≥ π/2,
(3.30b)

h(x) =f(x)g(x) = ab(1− |x|/π) (3.30c)

which are illustrated in Fig. 3.3(a) for the parameters a = 3 and b = 2. The functions f and

g have complementary jump discontinuities at |x| = π/2 and their product h is continuous.

Let the exact Fourier series coefficients of h be denoted by [h], and the coefficients obtained

by application of Laurent’s rule Eq. (3.26) and the inverse rule Eq. (3.29) be given by [hL] =

JfK[g] and [hi] = J1/fK−1[g], respectively. The partial sum SN [hL] obtained by Laurent’s

rule exhibits strong oscillations near |x| = π/2. These oscillations are in fact given by

ΦN (|x| − π/2) due to Theorem II, and hence these oscillations do not vanish even for

increasing N , as per Figs. 3.3(b) and 3.3(c) for N = 10 and N = 200, respectively.

By contrast, the partial sums of SN [hi] obtained by the inverse rule do not show spurious
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Figure 3.3: Illustration of correct and incorrect Fourier factorisation (adapted from Ref. [8]). a) Dis-
continuous functions f and g and their continuous product h. b) Fourier series recon-
struction SN [·] of coefficients [hL] and [h̃i], obtained by the Laurent’s rule Eq. (3.26)
and the inverse rule Eq. (3.29), respectively, for N = 10. c) A close-up around a point
of discontinuity x = −π/2 reveals the oscillatory nature of SN [hL] (for N = 200). In
contrast to that, SN [hi] converges uniformly to h.

oscillations and approximate h well even for small N .

This illustrates the main point of correct Fourier factorisation: Although the factors

suffer from the Gibbs phenomenon, their product is free from numerical artefacts if the

correct factorisation rule, i.e. the inverse rule, is used. The correct incorporation of these

rules in the RCWA for 2D and 3D structures is called fast Fourier factorisation and will be

demonstrated in the next sections.

3.3.4 Fast Fourier factorisation in 1D RCWA

Fast Fourier factorisation of 1D-periodic structures is straightforward with the rules just

discussed, because the situations where Theorems I and III are applicable can be easily

identified. To this end, consider a generic 1D-periodic grating described by εr(x, y) = εr(x)

and moreover, assume that εr(x) 6= 0, and the additional preconditions of Theorem III are

fulfilled, which is the case in gratings consisting of regular materials.

The permittivity distribution of a layer of any 1D grating structure can be defined on

a set of NS subintervals S = {Si = [xi,xi+1) ⊆ R : i = 1, ...,NS − 1}, on which

ε(x) is continuous. At each of the points xi between the subintervals Si−1 and Si, the

permittivity εr(x) exhibits a jump ε̂r(xi). This jump implies a discontinuity in the normal,

i.e. x component of the electric field, Ex, yet the normal component of the displacement

field,Dx, must be continuous due to boundary condition Eq. (2.6a). This commands the use

of the inverse rule Eq. (3.29) for the Fourier factorisation of the x-components in Eq. (3.22):

[Dx(z)] = ε0J1/εrK−1[Ex(z)] (3.31)

By contrast, the tangential components of E, Ey and Ez , are continuous near xi and the

tangential displacement field is discontinuous. This allows direct application of Laurent’s
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rule Eq. (3.26) due to Theorem I:

[Dy(z)] = ε0JεrK[Ey(z)] (3.32a)

[Dz(z)] = ε0JεrK[Ez(z)] (3.32b)

3.3.5 Fast Fourier factorisation in 2D RCWA

Fast Fourier factorisation in 2D-periodic structures is more difficult, as the coordinate axis

are typically not aligned with the interfaces between different materials, which rules out

a straight forward application of Theorems I and III to the factorisation of the Cartesian

components of Eq. (3.22). Three different approaches have been proposed and they will be

introduced in the next sections.

3.3.5.1 Fast Fourier factorisation in 2D: Zig-zag approximation

The earliest rigorous approach to correct Fourier factorisation for 2D gratings consists of

discretising an arbitrary surface contour Γ by a polygon Γ′ consisting of straight lines which

are parallel to the axes of the Cartesian coordinate system [10]. Figure 3.4(a) illustrates that

normal and tangential directions of the discretised structure, Γ′, can be easily distinguished,

as these directions coincide with the basis directions of the coordinate system, x and y.

For 2D-periodic structures, the EM field quantities E and D, and the permittivity εr
are given as 2D Fourier series given in Eq. (3.21a) and Eq. (3.18), respectively. The idea

is now to perform the 1D factorisation locally around Γ′, where the continuity properties

of D and E can be easily identified: At a point r′ on a y-aligned line segment of Γ′, Dx is

continuous. Therefore, Dx is correctly factorised by applying the inverse rule with respect

to x. The tangential Ey component, on the other hand, is continuous with respect to x,

hence the y-component of Eq. (3.22) can be factorised by Laurent’s rule with respect to x.

a) b) c)
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Figure 3.4: Factorisation strategies at the example of a cylindrical grating: a) zig-zag approach: The
boundary Γ is approximated by a polygon Γ′ consisting of coordinate system aligned
straight lines. b) Coordinate transform [12]: The coordinate lines of the curvilinear
coordinate system are aligned to the surface of the grating. c) normal vector field fac-
torisation: The vector field is normal to the surface and continued into the unit cell.
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Similar considerations for points on x-aligned segments of Γ′ allow the formulation of the

zig-zag approximation for Fourier factorisation in 2D.

[Dx(z)] = bdεrec[Ex(z)] (3.33a)

[Dy(z)] = dbεrce[Ey(z)] (3.33b)

[Dz(z)] = JεrK[Ez(z)] (3.33c)

The factorisation of the z-component of Eq. (3.22) is straight forward through Laurent’s

rule as z is tangential to Γ′ and in fact to the original structure Γ itself. The matrix JεrK in

Eq. (3.33c) has therefore entries

JεrKn,m = εr;n1−m1,n2−m2 for ni,mi = −Ni, ...,Ni and i = 1, 2. (3.34)

JεrK ∈ CN0×N0 is hence a block Toeplitz matrix with 2N1 + 1 blocks, where each block

itself is a Toeplitz matrix of size 2N2 + 1, see Appendix C. The notation of the matrices in

Eqs. (3.33a) and (3.33b) requires additional explanations:

dεr(y)en1,m1
:=

1

Λ1

∫ Λ1

0
εr(x, y) exp

(
−i(n2 −m2)

2π

Λ1
x

)
dx, (3.35a)

bεr(x)cn2,m2
:=

1

Λ2

∫ Λ2

0
εr(x, y) exp

(
−i(n1 −m1)

2π

Λ2
y

)
dy (3.35b)

are the entries of the Fourier series coefficient matrices for the x- and y-dependence of

εr(x, y), respectively. Obviously, dεr(y)en1,m1
and bεr(x)cn1,m1

are still functions of y and

x, respectively. The final matrices of x- and y-independent coefficients used to factorise

[Dx] and [Dy] are then given by

bdεrecn1,n2;m1,m2
:=

⌊{
d1/εr(y)e−1

}
n1,m1

⌋
n2,m2

(3.36a)

=
1

Λ2

∫ Λ2

0

{
d1/εr(ỹ)e−1

}
n1,m1

exp

(
−i(n2 −m2)

2π

Λ2
ỹ

)
dỹ,

dbεrcen1,n2;m1,m2
:=

⌈{
b1/εr(x)c−1

}
n2,m2

⌉
n1,m1

(3.36b)

=
1

Λ1

∫ Λ1

0

{
b1/εr(x̃)c−1

}
n2,m2

exp

(
−i(n1 −m1)

2π

Λ1
x̃

)
dx̃,

respectively, where again ni,mi = −Ni, ...,Ni for i = 1, 2. Note that the discretised in-

terface polygon Γ′ does not explicitly appear in Eqs. (3.35) and (3.36). It enters only at the

stage of the numerical integration which is performed to calculate the coefficients of εr in

the preprocessing stage of actual simulations. Therefore, the zig-zag approximation can be

easily set up for any structure and is the correct factorisation if the structure is grid-aligned
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(Γ = Γ′). Moreover, it can be extended to the case of anisotropic materials and slanted co-

ordinates [10, 30]. However, independently of how accurately the polygon Γ′ approximates

the contour Γ, the zig-zag approach yields slow convergence for diffraction gratings with

rounded or arbitrarily shaped cross sections, which will be illustrated in Section 3.6.

3.3.5.2 Fast Fourier factorisation in 2D: Coordinate transformation

The coordinate transformation approach to fast Fourier factorisation takes advantage of the

correctness of the zig-zag factorisation for grid-aligned structures. To this end, this ap-

proach seeks a coordinate transformation of the Cartesian coordinate system to a generally

curvilinear system Or̄1r̄2r̄3 in which the boundaries of the structure are aligned to the new

coordinate axes, as per Fig. 3.4(b). In the new coordinate system the material properties

given by the effective permittivity ε̄kl(r̄) and magnetic susceptibility µ̄kl(r̄) in Eq. (2.21)

are generally anisotropic, even when originally they are isotropic. Their possible disconti-

nuities are however aligned to the curvilinear coordinate axes, whence the zig-zag factori-

sation for anisotropic materials, described in Ref. [30], is correct in Or̄1r̄2r̄3. Additionally,

this approach allows for adaptive spatial resolution. This method has been shown to be

accurate for both rectangular as well as rounded grating cross section and can be highly

efficient. One main difficulty is the automated generation of an appropriate curvilinear co-

ordinate system for arbitrary grating shapes. For the precise mathematical formulation refer

to Refs. [12, 14, 31], as this approach is not further investigated here. Instead, an alternative

treatment of the Fourier factorisation problem is considered throughout this thesis.

3.3.5.3 Fast Fourier factorisation in 2D: Normal vector field

The Fourier factorisation method mainly developed in this thesis is the normal vector field

method [9, 11, 13, 20, 32]. The idea is to decompose the EM fields into their normal and

tangential components at any point in the unit cell and then apply the correct factorisation

rule to them according to Theorems I and III. This decomposition is performed by means of

a vector field N(x, y), which is orthonormal to the grating surface everywhere on the inter-

face contour, and is continuously extended into the entire of the unit cell, as per Fig. 3.4(c).

This normal vector field can be found analytically for a few grating cross sections, and

ways to automatically construct normal vector fields for arbitrary grating structures will

be discussed in Section 5.3.2. Before the excellent convergence of the NVF approach for

non-grid-aligned structures will be demonstrated in Section 3.6, the NVF factorisation is

formulated exactly and the derivation of RCWA is continued in what follows.

Let N(x, y, z) = (Nx,Ny,Nz)
T (x, y) be the NVF in the grating layer under consid-

eration. The NVF factorisation then combines three ideas: i) the EM fields F = D and E

are projected onto their normal and tangential component fields

F⊥(x, y, z) :=N(x, y)NT (x, y)F(x, y, z) =: N(x, y)F⊥(x, y, z) and (3.37a)
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F‖(x, y, z) :=
(
I−N(x, y)NT (x, y)

)
F(x, y, z), (3.37b)

respectively. ii) By definition of the NVF, D⊥(r) and D‖(r) can be factorised by the inverse

and Laurent’s rule, respectively. Hereby, it is assumed that all discontinuities of N(x, y)

are away from the surface contour Γ, otherwise, the prerequisites of Theorems I and III

might not hold when applied to the fast Fourier factorisation of Eq. (3.37). This is not a

strong limitation in practical scenarios. iii) The total displacement field is given by D(r) =

D⊥(r) + D‖(r). Combining these ideas, one obtains the factorisation of the α = x, y, z-

component of D(r) in Eq. (3.22),

[Dα(z)] = ε0

3∑
β=1

(δα,βJεrK−∆Nαβ) [Eβ(z)], (3.38)

where δαβ is the Kronecker delta. The matrix ∆Nαβ is given by

∆Nαβ =
1

2
(∆JNαNβK + JNαNβK∆) (3.39)

with ∆ = JεrK− J1/εrK−1 and α,β = x, y, z.

Note that due to the commutation of Toeplitz operators [9], different, asymptotically

equivalent definitions of ∆N are possible. Most notably is a symmetric definition

∆Nαβ = JNαK∆JNβK (3.40)

or one-sided definitions

∆Nαβ = ∆JNαNβK, (3.41a)

∆Nαβ = JNαNβK∆. (3.41b)

Because the Toeplitz matrices that arise due to the truncation of Fourier series do not com-

mute, the different choices for the definition of ∆N do influence the numerical results; see

Section 3.6 for an illustration of this issue.

Before these results about the solution of the Fourier factorisation problem will be

used to continue the derivation of the RCWA in the next section, it should be noted that it

can be avoided by choosing a different set of basis function for the description of the EM

fields. Most notably is the use of B-splines as basis functions, which accurately capture the

behaviour of EM fields at the interfaces between media, see Refs. [33, 34].
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3.4 The algebraic eigenvalue problem of RCWA

This section will introduce the general form of the eigenvalue problem of RCWA and the

concept of a modal solution. The notation of Fourier series, their basic properties and

the Theorems of Fourier factorisation introduced in the last section greatly simplifies this

endeavour.

Let us start by inserting the periodic EM field expressions from Eq. (3.21) into the

governing Maxwell’s equations (2.9). Equation (3.38) is used to factorise D and since the

complex exponentials of Fourier series are linearly independent, Ampere’s law 2.9d can be

rewritten in terms of the Fourier series coefficients [Eα(z)] and [Hα(z)]

−Ky[Hz(z)]−
i

k0
∂z[Hy(z)] =

3∑
β=1

(δ1,βJεrK−∆N1β) [Eβ(z)], (3.42a)

i

k0
∂z[Hx(z)] + Kx[Hz(z)] =

3∑
β=1

(δ2,βJεrK−∆N2β) [Eβ(z)], (3.42b)

−Kx[Hy(z)] + Ky[Hx(z)] =
3∑

β=1

(δ3,βJεrK−∆N3β) [Eβ(z)] (3.42c)

for α = x, y, z. The matrix diagonal matrices Kx and Ky have entries knx/k0 and kny/k0,

and they arise due to the transverse derivatives ∂xH(x, y, z) and ∂yH(x, y, z) in Eq. (2.9d),

respectively. Similarly, one finds for Faraday’s Law (2.9c)

Ky[Ez(z)]−
i

k0
∂z[Ey(z)] = [Hx(z)], (3.43a)

− i

k0
∂z[Ex(z)]− Kx[Ez(z)] = [Hy(z)], (3.43b)

Kx[Ey(z)]− Ky[Ex(z)] = [Hz(z)]. (3.43c)

The z-components Ez and Hz can be eliminated and a coupled system of ODEs for the
z-dependent Fourier series coefficients is obtained:

− i

k0

∂

∂z
[Hy(z)] =−∆NxzBKy[Hx(z)] + ∆NxzBKx[Hy(z)] (3.44a)

+ (Cx−∆NxzB∆Nzx−KyKy) [Ex(z)] + (KyKx−∆NxzB∆Nzy−∆Nxy) [Ey(z)]

− i

k0

∂

∂z
[Hx(z)] =∆NyzBKy[Hx(z)]−∆NyzBKx[Hy(z)] (3.44b)

+ (∆Nyx+∆NyzB∆Nzx−KxKy) [Ex(z)] + (KxKx+∆NyzB∆Nzy−Cy) [Ey(z)]

− i

k0

∂

∂z
[Ey(z)] =KyB∆Nzx[Ex(z)]+KyB∆Nzy[Ey(z)] + (KyBKy−I) [Hx(z)]− KyBKx[Hy(z)]

(3.44c)
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− i

k0

∂

∂z
[Ex(z)] =KxB∆Nzx[Ex(z)]+KxB∆Nzy[Ey(z)] + KxBKy[Hx(z)] + (I−KxBKx) [Hy(z)]

(3.44d)

where B := (JεrK−∆Nzz)
−1 and Cα := JεrK − ∆Nαα. Since the coefficient matrices

of this system of ODEs are z-invariant, it can be solved by assuming complex exponential

z-dependence of the solutions

[Eα(z)] =[Eα] exp (ik0νz) (3.45a)

[Hα(z)] =[Hα] exp (ik0νz) (3.45b)

with the complex propagation constant, ν. Inserting these relations into Eq. (3.44) one

obtains the RCWA eigenvalue problem

M


[Ex]

[Ey]

[Hx]

[Hy]

 = ν


[Ex]

[Ey]

[Hx]

[Hy]

 , (3.46)

where the system-matrix M ∈ C4N0×4N0 form reads:

M=


KxB∆Nzx KxB∆Nzy KxBKy I−KxBKx
KyB∆Nzx KyB∆Nzy KyBKy−I −KyKx

∆Nyx+∆NyzB∆Nzx−KxKy KxKx+∆NyzB∆Nzy−Cy ∆NyzBKy −∆NyzBKx
Cx−∆NxzB∆Nzx−KyKy KyKx−∆NxzB∆Nzy−∆Nxy −∆NxzBKy ∆NxzBKx

 .

(3.47)

This is the most general form of the RCWA eigenvalue problem and no additional assump-

tions regarding the NVF were made. In particular, it allows the definition of an oblique NVF

(Nz 6= 0), giving this formulation more generality than offered by previous derivations in

the literature on the RCWA. Two practically important special cases shall be highlighted.

i) A 2D grating with straight walls under conical mount, i.e. Nz = 0, B = JεrK−1

allows Eq. (3.46) to be written as

M1M2

(
[Ex]

[Ey]

)
= ν2

(
[Ex]

[Ey]

)
(3.48)

together with the relations for [Hx] and [Hy]

√
ν2

(
[Hx]

[Hy]

)
= M1

(
[Ex]

[Ey]

)
(3.49)
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where the 2N0 × 2N0 matrices Mi are given as block-matrices:

M1 =

(
KxJεrK−1Ky I− KxJεrK−1Kx

KyJεrK−1Ky − I −KyJεrK−1Kx

)
(3.50a)

M2 =

(
∆Nyx − KxKy KxKx − Cy

Cx − KyKy KyKx −∆Nxy

)
(3.50b)

This only requires the solution of two 2N0 × 2N0 eigenvalue problems and is the most

commonly used formulation, even for gratings with oblique walls.

ii) A 1D grating with straight walls under non-conical mount, i.e. Nx = 1, Ny =

0,Nz = 0, B = JεrK−1, Cx = J1/εrK−1, Cy = JεrK and Ky = 0, simplifies Eqs. (3.48)

and (3.50) even further(
J1/εrK−1 − KxJεrK−1Ky J1/εrK−1

0 JεrK− KxKy

)(
[Ex]

[Ey]

)
= ν2

(
[Ex]

[Ey]

)
. (3.51)

Therefore the TE (y) and TM (x) components of E decouple and only eigenvalue problems

of size No ×No need to be solved for the field component of interest. Note that Eq. (3.51)

can be derived directly from the 1D factorisation rules introduced in Section 3.3.4.

The RCWA eigenproblem (3.46) has in general 4N0 solutions, which will be classified

more specifically, after considering the case of a straight-walled layer, special case i. This

version of the eigenvalue problem Eq. (3.48) has 2N0 solutions consisting of the eigenvalues

ν2
m and eigenvectors

(
[Emx ], [Emy ]

)
for m = 1, . . . , 2N0. Defining the positive and negative

roots of ν2
m as

(
ν+
m

)2
:= ν2

m with Re
(
ν+
m

)
+ Im

(
ν+
m

)
> 0, (3.52a)(

ν−m
)2

:= ν2
m with Re

(
ν−m
)

+ Im
(
ν−m
)
≤ 0, (3.52b)

respectively, one obtains a total of 2N0 upward and 2N0 downward propagating modes of

the grating: The upward (downward) mode with number m is defined by its propagation

constant ν+
m (ν−m) and its transverse mode profile given by the Fourier series coefficient

vectors [E
(m,+)
x ], [E

(m,+)
y ], [H

(m,+)
x ], [H

(m,+)
y ]

(
[E

(m,−)
x ], [E

(m,−)
y ], [H

(m,−)
x ], [H

(m,−)
y ]

)
,

where [H
(m,+)
x ] and [H

(m,+)
y ]

(
[H

(m,−)
x ] and [H

(m,−)
y ]

)
are given by Eq. (3.49) with

ν = ν+
m (ν = ν−m).

In the case of an oblique layer, it will be assumed that the 4N0 solutions of the general

RCWA eigenproblem (3.46) can be also subdivided into 2N0 upward and 2N0 downward

propagating modes. This assumption is not necessarily true in the general setting of an

oblique grating layer. However, in most practical cases that were investigated, the assump-
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tion of an identical number of upward as well as downward propagating modes still holds.

If it is not fulfilled, however, the simplified matrices in Eqs. (3.50) should be used.

Since the bulk grating layer is considered to be made of linear materials, a linear su-

perposition of modes is a solution to ME. Thus, the total electric field in the grating is given

as

Eα(r) =

2N0∑
m=1

c+
mR

(
[E(m,+)

α ]
)

(x, y) exp
(
ik0ν

+
m(z − z−)

)
+c−mR

(
[E(m,−)

α ]
)

(x, y) exp
(
ik0ν

−
m(z − z+)

)
(3.53)

where the complex mode coefficient c+
m (c−m) determines the contribution of each upward

(downward) propagating mode to the total grating field, and z+ (z−) denotes the bottom

(top) z-coordinate of the considered grating layer. An analogous equation with the same

coefficients c±m determines Hα(r). Given the structural information of the modes, i.e. the

mode profile and the propagation constant, the EM fields in the grating layer are hence fully

determined by the 4N0 mode-coefficients c±m. Their actual values are obtained by means of

the boundary conditions Eq. (2.6) for the electromagnetic fields at layer interfaces, which is

treated in Section 3.5.

As it will be apparent later, it is useful to rewrite Eq. (3.53) in terms of z-dependent

Fourier series coefficients, similarly to Eq. (3.21), but interchanging the summation order

of modes and Fourier series components in Eq. (3.53):

Eα(r) = R
(
[E+

α (z)]
)
(x, y) + R

(
[E−α (z)]

)
(x, y) (3.54a)

Hα(r) = R
(
[H+

α (z)]
)
(x, y) + R

(
[H−α (z)]

)
(x, y) (3.54b)

where [E±(z)] and [H±(z)] are given by

[E±α (z)] =

2N0∑
m=1

[E(m,±)
α (z)] =

2N0∑
m=1

[E(m,±)
α ] exp

(
ik0ν

∓
m(z − z∓)

)
c±m

=E±αV±(z)c±, (3.55a)

[H±α (z)] =H±αV±(z)c±. (3.55b)

Here, the N0 × 2N0 mode-shape matrix E±α
(
H±α
)

encodes the vector of Fourier series

coefficients, [E
(m,±)
α ]

(
[H

(m,±)
α ]

)
, in its m-th column. The propagation matrix, V±(z), is a

diagonal matrix containing the z-dependence of each mode with m ∈ {1, . . . , 2N0} on its

diagonal

V±mm(z) = exp
(
ik0ν

±
m(z − z∓)

)
(3.56)
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and c± denotes the vector of upward (“+“) and downward (“−“) propagating mode coeffi-

cients.

The importance of Eq. (3.55) is that it translates the EM fields from their modal rep-

resentation to their direct representation as Fourier series. The modal representation (r.h.s.

of Eq. (3.55)) in terms of E±α , V± and c±, is restricted to a computational layer, but very

advantageous therein, as it separates mode-shape
(

[E
(m,±)
α ]

)
, propagation or decay con-

stant (ν±m), and excitation strength (c±m). On the other hand, the direct representation as

a Fourier series (l.h.s. Eq. (3.55)) with coefficients [E±α (z)] has the same complex expo-

nentials, exp (iknxx+ iknyy), as basis functions everywhere in the grating, and hence it

facilitates the comparison of quantities in different computational layers.

3.5 S-matrix formalism for multilayer structures
The derivation of the RCWA so far only considered one periodic layer, in which the RCWA

modes Eq. (3.53) have been found. In an actual structure, this layer is not in isolation, but

generally enclosed in additional layers, and the cover and substrate, as was illustrated in

Fig. 3.1. Figure 3.5(a) shows the (y-z)-cross section through the centre of the unit cell of

the grating. Whereas the EM fields in the straight parts of the grating are readily described

by the RCWA formalism introduced in the last section, the slanted part deserves special

attention because the permittivity distribution εr(x, y, z) is not z-independent therein. This

problem is solved by using the staircase approximation [6] of slanted parts of a grating by

approximating them with a stack of piecewise z-independent periodic layers, as is illustrated

in Fig. 3.5(b). Each new computational slice that arises due to this approximation is assumed

to be z-independent, and hence the RCWA modes therein can be found numerically by

solution of Eq. (3.46).

c)

a- a+

b- b+

L2

z
a)

cover

substrate

SAB
ϵr(x0,y,z)

ϵr(x0,y,z)

0

h

ϵr(x0,y,z)

L2

z
b)

cover

substrate
0

h

ϵr(x0,y,z)

E
A±

, H
A±

, V
A±

E
B±

, H
B±

, V
B±

z

zs

SBC
SABC

c- c+E
C±

, H
C±

, V
C±

ϵr(x0,y,z)‘

ϵr(x0,y,z)

Figure 3.5: a) y-z-cross section of a generic grating diffraction grating with slanted walls. b) Dis-
cretisation of the slanted region by staircase the approximation. c) Setting for the S-
matrix formalism to connect modal coefficients a±, b± and c± in adjacent layers.
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The EM fields in each computational layer are found by employing the EM boundary

conditions at all interfaces between adjacent layers and different algorithmic approaches

exist to match the modal fields in adjacent layers. The simplest is the transmission ma-

trix approach which is in spite of its computational efficiency unsuitable for the RCWA;

it is numerically unstable due to the potentially exponential growth of the complex modal

propagation term exp(ik0νz). Ways to overcome this instability of the transmission ma-

trix approach in the RCWA are the enhanced transmittance matrix approach [4] and the

scattering matrix (S-matrix) formalism [5, 35].

This work makes use of the S-matrix algorithm, to connect the mode coefficients of

different computational layers and hence to determine the EM fields in the entire structure.

The next section will introduce the S-matrix formalism, which will be extended for the

incorporation of linear and nonlinear 2D materials in Chapter 6.

3.5.1 S-matrix of a two-layer interface system

The basis of the S-matrix formalism is the modal representation of EM fields in any com-

putational layer of the grating by Eq. (3.53). The last section has described this modal

representation in periodic layers of the grating. In addition to that, the EM fields in the

cover, substrate, and any other homogeneous layer inside the grating, can be described by

Eq. (3.53). In this case, the modal representation of the EM fields is in fact given by a plane

wave expansion, see Appendix B.

Consider now the two adjacent computational layers A and B in Fig. 3.5(c) and ignore

the layerC for the moment. The modal EM fields in layersA andB are given in the compact

matrix form Eq. (3.54), where the mode-shape matrices EA,±
α and EB,±

α are denoted with an

additional superscript ”A” for layerA and ”B” for layerB. The notation for the propagation

matrix VA/B,±(z) is analogous and the modal coefficients in layers A and B are denoted

by a± and b±, respectively.

The aim of the S-matrix formalism is to find the connection between a± and b± in

the two layers such that the EM fields fulfil the EM boundary conditions Eq. (2.6) at the

interface between the layers. In particular, the tangential components (t = (x, y)) of EA/Bt

andHA/B
t are continuous across the layer interface at z = zs. BecauseEA/Bt andHA/B

t are

given by their Fourier series coefficients, the tangential EM boundary conditions between

the layers read:

[EAt (zs)] =[EBt (zs)], (3.57a)

[HA
t (zs)] =[HB

t (zs)] (3.57b)

Inserting the modal form of the EM fields Eq. (3.55) into Eq. (3.57) yields a matrix relation
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between the coefficients

LAB
(

a+

b−

)
= RAB

(
b+

a−

)
, (3.58)

where

LAB =

[
E(A+)

t −E(B−)
t

H(A+)
t −H(B−)

t

][
V(A+)(zs) 0

0 V(B−)(zs)

]
, (3.59a)

RAB =

[
E(B+)

t −E(A−)
t

H(B+)
t −H(A−)

t

][
V(B+)(zs) 0

0 V(A−)(zs)

]
(3.59b)

and EL±t =
[
EL±x ; EL±y

]
denotes the 2N0 × 2N0 matrix of all tangential Fourier series

components of the modes in layer L = A,B. The matrix HL±
t =

[
HL±
x ; HL±

y

]
is defined

in a similar way. A matrix inversion in Eq. (3.58) leads to the S-matrix formalism of the

two-layer interface system A-B:(
a+

b−

)
=
(

LAB
)−1

RAB

(
b+

a−

)
=: SAB

(
b+

a−

)
. (3.60)

The matrix SAB incorporates the upward and downward propagation of the incoming modes

b+ and a− in the layers B and A, respectively, and determines the coefficients a+ and b−

of the outgoing modes at the interface at zs. This definition of SAB is numerically stable, as

the magnitude of all propagation terms |exp(ik0ν·)| in VL±(zs) are ensured to be bounded

by 1.

3.5.2 S-matrix formalism for multilayer structures

It remains now to obtain the total S-matrix of the diffraction grating, which connects the

incoming coefficients in the cover with the coefficients of reflection and transmission in the

substrate.

To formalize this, remember that electromagnetic fields in the homogeneous cover and

substrate are expressed by the summation of the fields of the diffraction orders

EC(x, y, z) =EC+(x, y, z) + EC−(x, y, z) (3.61a)

=

N0∑
m=1

(
EC+
m,ee

C+
m + EC+

m,hh
C+
m

)
exp(ikmxx+ ikmyy + ikCmz(z − h))

+

N0∑
m=1

(
EC−
m,ee

C−
m + EC−

m,hh
C−
m

)
exp(ikmxx+ ikmyy − ikCmz(z + h)),

ES(x, y, z) =ES+(x, y, z) + ES−(x, y, z) (3.61b)
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=

N0∑
m=1

(
ES+
m,ee

S+
m + ES+

m,hh
S+
m

)
exp(ikmxx+ ikmyy + ikSmzz)

+

N0∑
m=1

(
ES−
m,ee

S−
m + ES−

m,hh
S−
m

)
exp(ikmxx+ ikmyy − ikSmzz).

The incident field EC− is hereby given by the TE and TM coefficients eC−m and hC−m and the

TE and TM basis vectors ES+
m,e and ES+

m,h that are defined in Appendix B. The reflected field

EC+ is defined by the coefficients eC+
m and hC+

m whereas the transmitted field ES− is de-

fined by coefficients eS−m and hS−m . Technically, this also allows for an incident field from the

bottom of the structure, ES+, however it is considered to be zero in most practical problems.

The tangential components of the wavevectors, (kmx, kmy) = (kx + m1
2π
Λ1

, ky + m2
2π
Λ2

),

are identical in cover and substrate, their z-components, however, it depends on the dis-

persion relation in the respective medium and are given by kCmz =
√
k2

0εc − k2
mx − k2

my

and kSmz =
√
k2

0εs − k2
mx − k2

my, respectively. The vector of all mode coefficients in

the cover and substrate shall be denoted by c0,± =
(
eC±1 ,hC±1 , . . . , eC±N0

,hC±N0

)
and

cNL+1,± =
(
eS±1 ,hS±1 , . . . , eS±N0

,hS±N0

)
, respectively, where NL is the number of internal

layers in the grating; in Fig. 3.5(b), NL = 5. The magnetic fields in the cover and substrate

are decomposed analogously. A comparison of Eq. (3.61) and Eq. (3.53) shows that the EM

fields in cover and substrate can be cast in the same formalism of RCWA modes as the EM

fields in any periodic layer. In contrast to the description of modes in a periodic layer, the

field expansion in the homogeneous cover and substrate is given explicitly by Eq. (3.61)

and does not require the solution of the RCWA eigenvalue problem.

The last section described the S-matrix of two arbitrary adjacent layers. If one addi-

tionally considers a third layer, C, which is adjacent to B as per Fig. 3.5(c), the following

S-matrix relation holds for the mode coefficients therein:(
b+

c−

)
= SBC

(
c+

b−

)
(3.62)

Straightforward matrix manipulations of Eqs. (3.60) and (3.62) result in expressions for the

coefficients b± in the intermediate layer B

b− =
[
I− SAB22 SBC11

]−1 (
SAB21 a− + SAB22 SBC12 c+

)
(3.63)

b+ =
[
I− SBC11 SAB22

]−1 (
SBC11 SAB21 a− + SBC12 c+

)
(3.64)

in terms of the coefficients of the incoming waves of neighbouring layers A and C. Hereby,

Sij denotes the i, j = 1, 2 submatrix of a matrix S of size 2N0 × 2N0. Similarly, one finds
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the combined S-matrix relation(
a+

c−

)
= SABC

(
c+

a−

)
(3.65)

where

SABC = SAB ⊗ SBC (3.66)

denotes the Redheffer star-product [35] of two S-matrices. It is given by

SABC11 = SAB11 + SAB12

[
I− SBC11 SAB22

]−1
SBC11 SAB21 , (3.67a)

SABC12 = SAB12

[
I− SC11SAB22

]−1
SBC12 , (3.67b)

SABC21 = SBC21

[
I− SAB22 SBC11

]−1
SAB21 , (3.67c)

SABC22 = SBC22 + SBC21

[
I− SAB22 SBC11

]−1
SAB22 SBC12 . (3.67d)

The Redheffer star-product is non-commutative but associative and its neutral element is

I⊗ =

(
0 I

I 0

)
. (3.68)

The repeated application of Eq. (3.66) to the S-matrices of all layers in the grating, includ-

ing cover and substrate, yields the S-matrix S of the total multilayered structure, which

relates the cover coefficients, c0,±, and the substrate coefficients, cNL+1,±, through(
c0,+

cNL+1,−

)
= S

(
cNL+1,+

c0,−

)
. (3.69)

Equation (3.69) describes the outgoing far-field, i.e reflection and transmission, in terms of

the incident fields and Eq. (3.63) yields the mode coefficients in any computational layer.

This allows evaluation of the EM fields everywhere in the grating by means of the Fourier

series reconstruction Eq. (3.53) and with that the full solution of the grating problem is

obtained.

From a practical point of view, the most important quantity derived from the solution

coefficients is, apart from the EM fields in Eq. (3.61) itself, the normalised intensity of each

diffraction order. It is customarily expressed as the ratio of the intensity of a diffraction

order to the incident intensity, I0, and called diffraction efficiency, DE. Thus, the intensities
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of the single diffraction orders are given by

Iref/inc
me =

1

2

√
ε0
µ0

Re
(
kCmz/k0

)
|eC,±
m |2 (3.70a)

I
ref/inc
mh =

1

2

√
ε0
µ0

Re
(
kCmz/k0

)
|hC,±
m |2 (3.70b)

I incS/trans
me =

1

2

√
ε0
µ0

Re
(
kSmz/k0

)
|eS,±
m |2 (3.70c)

I
incS/trans
mh =

1

2

√
ε0
µ0

Re
(
kSmz/k0

)
|hS,±
m |2 (3.70d)

The subscript m ∈ {1, . . . ,N0} denotes the order of diffraction and the subscripts e an

h distinguish between the TE and TM polarizations. The superscripts ref , inc and trans

denote the reflected, incident and transmitted diffraction orders, respectively. The super-

script incS denotes the diffraction orders incident from the substrate underneath the grating.

Therefore, the total incident intensity is given by

I0 =

N0∑
m=1

Iinc
me + Iinc

mh + IincS
me + IincS

mh (3.71)

and the reflected (ref) and transmitted (trans) TE (e) and TM (h) diffraction efficiency of

order m is defined as

DE
ref/trans
me/h =

I
ref/trans
me/h

I0
. (3.72)

The diffraction efficiencies are the defining quantities in classical applications of diffrac-

tion gratings, such as wavelength division multiplexing. From a numerical point of view,

they are very suitable quantities for the investigation of the convergence of the RCWA, as

they characterise the functionality of a diffraction gratings by a small number of numerical

values.

If all materials in a grating are lossless, the optical power is conserved meaning that

the power of the incident field is redistributed into the transmitted and reflected diffraction

orders. With the definition of the diffraction efficiencies, the conservation of power for

lossless grating structures can be formulated as

N0∑
m=1

DEinc
m + DEincS

m =

N0∑
m=1

DEref
m + DEtrans

m , (3.73)

where DE·m = DE·me + DE·mh is the total, unpolarised diffraction efficiency of order m.

In Ref. [36] it is demonstrated that the RCWA conserves power in the sense of Eq. (3.73)

for 1D-periodic gratings for any number of harmonics N , and the application of the RCWA
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in the years thereafter confirmed this for 2D-periodic gratings, too. This completes the

derivation and discussion of the RCWA and a short instructive example should demonstrate

the method now.

3.6 Application of the RCWA to a checkerboard grating
In this section, the factorisation rules for 2D-periodic gratings will be discussed using as an

example a checkerboard grating structure, which has already been investigated in Refs. [10,

11, 37]. The unit cell of this grating is depicted in Fig. 3.6(a). It is placed on a substrate with

relative permittivity εs = 1.52 = 2.25 and consists of one periodic layer of height h = λ

and period Λ1 = Λ2 = 1.25λ. Each unit cell contains one cuboid with square cross section

and transverse side length a =
√

2Λ1. The material of the cuboid is given by ε1 = εs,

and the remaining parts of the grating and the cover are considered to be vacuum, εc = 1.

This structure is normally illuminated from the substrate (θ = 0) with a plane wave with

wavelength λ and the electric field is polarized along one of the sides of the square cross

section.

Simulations are performed using both the zig-zag approximation 3.3.5.1 and the NVF

approach 3.3.5.3 to the Fourier factorisation problem. The NVF N(x, y) used in the NVF

factorisation is depicted in Fig. 3.6(b). As mentioned in Section 3.3.5.3 there are differ-

ent possible definitions of the matrices ∆Nαβ , which discretise the relation D = ε0εrE,

and three choices are investigated here: the symmetric definition ∆Nαβ = JNαK∆JNβK

(Eq. (3.40)), the one-sided definition ∆Nαβ = ∆JNαNβK (Eq. (3.41a)) and the sym-

metrised definition ∆Nαβ = 1
2 (∆JNαNβK + JNαNβK∆) (Eq. (3.39)).

The diffraction efficiency of the central transmitted diffraction order, DET0 , is chosen

as measure of convergence. Its value for calculations with different number of harmonics

N = N1 = N2 ∈ {2, . . . , 25} is depicted in Fig. 3.6(c). The zig-zag approximation

converges very slowly to the reference value ( DE
T
0 = 0.1772) and does not reach it even for

N = 25, whereas all versions of the NVF factorisation rapidly converge to DE
T
0 . The one-
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Figure 3.6: a) Schematic of unit cell of checkerboard grating. b) Normal vector field of the checker-
board grating. c) Convergence of th central transmitted diffraction efficiency DET0 with
respect to N for different factorisation methods. d) Violation of the conservation of
energy in term of an artificial absorption.
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sided and symmetrised versions exhibit the same smooth convergence behaviour, whereas

the symmetric form appears to reach DE
T
0 more rapidly. However, the convergence graph

of the symmetric version oscillates around DE
T
0 .

Because the grating structure only contains lossless media, all incident power should

be conserved in the calculations. Figure 3.6(d) reveals that power is conserved up to the ma-

chine precision in the zig-zag approximation and the symmetric and symmetrised variations

of the NVF approach. By contrast, the one-sided formulation only shows asymptotic conser-

vation of power. This can be viewed both as a flaw of Eq. (3.41a), as well as an opportunity

to check convergence of calculations without relying on a reference result. Two heuristic

explanations of the smoother convergence of the one-sided or symmetrised versions can be

given: i) the symmetric version JNαK∆JNαK requires three successive multiplications of

Fourier series matrices, whereas the one-sided or symmetrised versions versions only re-

quire two multiplications in ∆JNαNβK. ii) NαNα exhibits fewer discontinuities than Nα

itself, and is hence more accurately described by its Fourier series.

Having investigated different versions of the NVF factorisation, an additional remark

can be made about the similarities and differences between the factorisation approaches in

two dimensions. The terms in Eq. (3.38) can formally be interpreted as the components

of an anisotropic, effective medium tensor in Eq. (2.21), which indicates a strong connec-

tion between the NVF approach and the coordinate transform method from Section 3.3.5.2.

Even more interestingly, Ref. [30, Section 5.2] finds the same ambiguity in the definition of

effective ε̄r in the context of the coordinate system transformation approach, as it is found

in the definitions of ∆N here. However, despite the fact that the approaches seem similar,

they are still different, as Li argues in Ref. [30, Section 5.2], by invoking the fundamental

difference between inversion of ε in real space, J1/εrK, and inversion of the matrices of

Fourier series coefficients, JεrK−1. Additional to Li’s arguments, I observed another strong

difference between the two factorisation approaches: Symmetrising ε̄r in the coordinate

transformation factorisation spoils the nearly exact conservation of power, whereas only the

symmetrised version of ∆N in the NVF factorisation conserves the power. This opposite be-

haviour confirms the fundamental difference between the coordinate transform factorisation

and the NVF factorisation.

3.7 Conclusions and remarks about the RCWA
This chapter has given the mathematical background and a exact formulation of the RCWA

based on the NVF approach to fast Fourier factorisation and serves as a reference for the

remaining chapters, in which modifications and improvements to the RCWA will be in-

troduced. The NVF formulation has been put into the context of alternative formulations

of RCWA and their similarity, and distinct differences, have been discussed. This chapter

also formally introduced the general Fourier factorisation problem, which is relevant for
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any numerical method based on Fourier series decomposition, illustrated it importance for

accuracy and convergence of RCWA. While this chapter only contains the mathematical for-

mulation of RCWA, the implementation details of the solution of the sub-problems, namely

the Eigenvalue problem, the S-matrix formalism, and the automated generation of NVF,

will be deferred to Chapter 5.

This chapter introduces an important physical quantity, namely the notion of diffraction

efficiency, which characterise the far-field behaviour of a diffraction grating and hence an

elementary tool to describing the functionality of diffraction grating. Moreover, they are

used to inspect convergence of RCWA calculations. One aspect that is not covered by the

inspection of the diffraction efficiencies is the accuracy of the EM near-field inside a grating

structure, which is of crucial importance for exact calculation of nonlinear optical effects in

periodic structures. Therefore, the following chapter will introduce the accurate calculation

of EM near-fields in diffraction gratings.
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Chapter 4

Accurate near-field calculation in the
rigorous coupled-wave analysis method

4.1 Introduction
The rigorous coupled-wave analysis method in the formulation of Chapter 3 has been suc-

cessfully applied to model diffraction gratings, diffractive optical elements, surface coat-

ings, spectroscopic applications, photonic crystals, and periodic metamaterials. Impor-

tantly, the functionality of these periodic photonic structures depends in most cases on the

electromagnetic far-field, i.e. the field contained in the propagating diffraction orders. In

this respect, it is known that the RCWA delivers fast converging and accurate far-field re-

sults, as reported in many works [1–11].

There is, however, a range of novel applications, which primarily rely on the opti-

cal near-field of a periodic structure, especially close to their surface, such as surface-

enhanced Raman spectroscopy [12], surface second-harmonic generation [13–15], and near-

field sensing [16–19]. These applications require a suitably designed distribution of the

near-field, usually optimised for maximum field enhancement within specific spatial do-

mains. Although there have been significant advances in experimental optical near-field

measurement techniques [20], these techniques are still in their development stage and not

readily available to accurately characterise complex photonic nanostructures. These appli-

cations and experimental shortcomings lead to a critical demand for numerical methods for

periodic structures that can facilitate an accurate calculation of electromagnetic near-fields,

and more importantly, the design of gratings with optimised near-field patterns.

With very few exceptions discussed in Refs. [7, 21, 22], a thorough investigation of

numerically calculated near-fields in the RCWA has been largely overlooked during the

development of the method, as it is often merely considered a post-processing step. More-

over, additional reasons for the scarcity of reports on the convergence and the accuracy of

the numerically computed electromagnetic near-field in RCWA are the slow near-field con-

vergence and spurious oscillations displayed by these fields, which is discussed in Ref. [22].
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In this chapter I address the issue of inaccurate near-field calculations in the RCWA

in several ways [23]. First, I use different generic cases of diffraction gratings to illus-

trate the slow convergence of RCWA for near-field calculations and reveal the reasons for

this behaviour. Based on this analysis and the continuity properties of the electromagnetic

fields, I will propose a new formulation of the field evaluation, which yields faster conver-

gence of the electromagnetic near-fields and explicitly fulfils the continuity properties of

the electromagnetic field at material interfaces. This improved formulation of the numerical

evaluation of the near-fields is then benchmarked against the current formulation, with the

aim of making RCWA an effective numerical method for modelling modern nanophotonic

applications that rely on highly accurate near-field calculations.

The remainder of this chapter is organized as follows: Section 4.2 will introduce the

reader to the problem of inaccurate and spurious near-fields in RCWA for 1D structures and

will explain the overall strategy for overcoming these problems. Section 4.3 will extend

the ideas gained from the analysis of 1D structures to arbitrary, straight or obliquely etched

2D gratings and will present the underlying mathematical formalism. Then in Section 4.4,

computational results for 2D gratings will be presented and discussed. Section 4.5 will in-

vestigate near- and far-field convergence of the modified method for slanted gratings, before

final conclusions about the capabilities of the improved RCWA for modelling electromag-

netic near-fields will be drawn in Section 4.6.

4.2 Accurate near-field evaluation for 1D-periodic structures
Although the last major roadblock that was precluding RCWA from becoming a highly

effective method for modelling 1D-periodic structures has been removed when the correct

Fourier factorisation rules for transverse magnetic polarization were introduced [4, 5], a few

topics have continued to attract attention, namely the convergence for slanted 1D-periodic

gratings [11] and the numerical instabilities associated to highly-conductive gratings [24].

These improvements and refinements of the method, which are fully compatible with the

formalism presented in Chapter 3, are concerned with the accuracy of the far-field calcula-

tion and they achieve excellent convergence results for the coefficients of and power carried

by the diffraction orders in the cover and substrate regions of a grating, namely the far-field.

This picture changes if the near-field is considered. Thus, in this section I investigate the

numerically calculated EM near-field inside the periodic grating region via RCWA, and ex-

plain its slow convergence and the origin of the observed high spatial frequency oscillations.

Thereafter I revisit a numerical method introduced in Ref. [21] for improved near-field ac-

curacy and reduced numerical artefacts for straight 1D-periodic gratings. This numerical

approach is thoroughly investigated here and will form the basis of the general formalism

for accurate near-field evaluation in arbitrary, straight or slanted, 1D- and 2D-periodic grat-

ings proposed in the subsequent sections.
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Figure 4.1: Grating structures mounted on a homogeneous substrate (refractive index, ns) consid-
ered throughout this chapter: a) 1D binary grating, filling factor, ρ; b) 1D binary grating,
slanted by γ = π/4 w.r.t. the x-axis. c) 2D grating with rectangle-semi-circular cross-
section. d) 2D cylindrical grating, slanted by γ = π/4 w.r.t. the x-axis. The height of
all gratings is denoted with h, their period is Λ1 (and Λ2 for 2D-periodic gratings), and
their refractive index is denoted by ng . The cover medium is vacuum with nc = 1.

The ideas developed in this chapter are applicable to any periodic grating structure with

sharp boundaries, but in order to conduct a comprehensive assessment of the accuracy of

the near-field calculations achievable with the improved RCWA introduced in this chapter,

a number of generic test structures (1D- and 2D-periodic, straight and slanted) have been

chosen, as per Fig. 4.1. To further extend the spectrum of test configurations, three different

materials are considered for the grating: silica (SiO2) as a dielectric with low index of

refraction (ng = nSiO2 = 1.45), silicon (Si) as a high-refractive index dielectric (ng =

nSi = 3.4) and a metal, gold (Au), with index of refraction ng = nAu = 0.97 + 1.87i [25]

for a wavelength of λ = 0.5 µm. In all examples the substrate is SiO2 (ns = nSiO2).

Normal incidence and TM-polarization is considered in all of the examples, i.e. the incident

electric field amplitude is oriented along the x-axis: Einc(r) = (1, 0, 0)TE0 exp(−ikcz) in

Eq. (3.1).

The example considered in this section is depicted in Fig. 4.1(a). It consists of a binary

grating with period, Λ1 = 1 µm, height, h = 0.25 µm, and filling factor, ρ = 0.5. The

grating is illuminated by a normally incident plane wave with wavelength, λ = 0.51 µm.

As the first step of this investigation, RCWA is used to to calculate the far-field. In

order to quantify the convergence of the RCWA, the relative error of the far-field is defined

as:

eF (N) =

√
|T (N) − T ref |2 + |R(N) −Rref |2√

|T ref |2 + |Rref |2
, (4.1)

where T (N) and R(N) denotes the relative transmitted and reflected power, respectively,
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Figure 4.2: Far-field relative error vs. the number of harmonics, determined for three different ma-
terials.

corresponding to a discretisation with truncation number N in the Fourier series that de-

scribe the permittivity and the electromagnetic solution described in Section 3.3.2. More

specifically, (N1,N2) = (N , 0) and (N1,N2) = (N ,N) for 1D- and 2D-periodic gratings,

respectively. Moreover, T ref and Rref are reference values that are considered to be the ex-

act solution or a sufficiently good approximation of the exact values of the transmission and

reflection, respectively. Due to the absence of an exact (analytical) solution of the diffrac-

tion grating problem, the reference values are chosen to be numerical values obtained by

using a high value for N ; in the case at hand, T ref = T (905) and Rref = R(905).

The relative far-field error, eF (N), for increasing number of harmonics, N =

5, . . . , 640, is depicted in Fig. 4.2. As this figure illustrates, RCWA converges quickly

for all three materials. Specifically, in order to achieve a self-error of eF (N) < 1% (as

a generic criterion adopted here for a satisfactorily accurate far-field calculation), for the

three materials, silica (red crosses), silicon (blue stars), and gold (green triangles), a rela-

tively small number of harmonics is necessary, namely N > 5, N > 25, and N > 13,

respectively.

As mentioned in the introductory Section 4.1, the far-field of optical gratings and peri-

odic structures has been the physical quantity of most interest from the experimental point

of view, hence the characterization of a numerical method by means of the far-field conver-

gence has usually been the adopted strategy. This approach, however, largely neglects the

electromagnetic near-field predicted by a specific method. On the other hand, the near-field

is of fundamental importance for modelling plasmonic effects or optical nonlinear phenom-

ena in devices with size comparable to or smaller than the operating wavelength, effects

whose description relies on accurate calculations of the electromagnetic near-field.

In order to characterise the numerically obtained near-fields, let us define the grating
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norm, ‖·‖G, of a scalar or vectorial function, f , in the grating region as follows:

‖f‖G =

(∫ h

0

∫ Λ1/2

−Λ1/2
|f(x, z)|2 dx dz

) 1
2

, (4.2)

where the z-integration extends over the bulk of the periodic region. The grating norm is

used to define the near-field error, e
{
E

(N)
α

}
, of the scalar field components E(N)

α , α =

x, y, z, of the near-field, E(N), which is numerically obtained using N harmonics:

e
{
E(N)
α

}
=
∥∥∥E(N)

α − Eref
α

∥∥∥
G

/∥∥∥Eref
α

∥∥∥
G

. (4.3)

Here, E(N)
α denotes the Fourier series reconstruction of the electric field from Eq. (3.21a).

In 1D-periodic gratings under normal incidence and for fixed 0 ≤ z ≤ h, E(N)
α (x, z)

is explicitly given by the 2N + 1 Fourier coefficients, Eαn(z), which are calculated by

RCWA:

E(N)
α (x, z) =

N∑
n=−N

Eαn(z) exp

(
in

2π

Λ1
x

)
. (4.4)

Similarly to the far-field calculations, the reference near-field Eref = E(905) is obtained

by a high-resolution RCWA simulation with N = 905. The near-field self-convergence

for the tangential component, Et = Ez , and the normal component, En = Ex, of the

electric field is depicted in Fig. 4.3. For all three materials, the self-convergence of Et
(blue circles) is fast and comparable to the far-field self-convergence (see Fig. 4.2). The
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normal component, En (red crosses), however, exhibits much slower convergence and even

at the highest numerical resolution of N = 640 a relative error of e
{
E

(640)
x

}
> 0.9% still

remains, whereas the error of the tangential field, e
{
E

(640)
z

}
< 0.08%, for all materials.

One intriguing question raised by the data plotted in Figs. 4.2 and 4.3 is why the normal

component of the near-field converges much more slowly than the far-field power and the

tangential component of the near-field. Or put it the other way around: how can the far-

field converge quickly when the near-fields have not converged yet? There are three factors

that explain this behaviour: i) The far-field consists of a superposition of a small number

of propagating diffraction orders, i.e., plane waves. Hence, the far-field requires a small

number of Fourier series components to be reconstructed. ii) The far field is defined in

the homogeneous cover and substrate regions. It is therefore continuous in the transverse

directions and does not suffer from the Gibbs phenomenon (Section 3.3.1). iii) RCWA does

not depend on the representation of the discontinuous normal field En itself. Instead, the

method relies on the correct Fourier factorisation of the continuous normal component of the

displacement field, Dn, which can be accurately described by a Fourier series, i.e. without

spurious oscillations, as was shown in Section 3.3.3. The third observation is at the core of

the accurate near-field calculation that is introduced in this chapter. Specifically, instead of

reconstructing a discontinuous physical quantity, i.e. En(r), directly from its Fourier series

coefficients, it is more effective to reconstruct a continuous quantity, the normal component

of the displacement field, Dn(r), and then divide it by a discontinuous quantity, the electric

permittivity, ε0εr(r), which is known in the space-domain where one seeks to solve the

diffraction problem.

Therefore one can define the modified normal component of the electric field for 1D-

periodic gratings:

Ẽ(N)
n (r) = ε−1

0 D(N)
n (r)/εr(r), (4.5)

where ε0 is the vacuum permittivity and εr(r) the relative permittivity at position, r. Note

that E(N)
n (r) and Ẽ(N)

n (r) represent the same physical quantity, namely the normal compo-

nent of the electric field. However, whereas the former is found by using RCWA to solve

directly for the electric field, the latter one is determined by first calculating the displace-

ment field and then the electric field via (4.5).

The error, e
{
Ẽ

(N)
n

}
, of the modified normal component, Ẽn, is shown in Fig. 4.3 and

encoded in green triangles. It is found to converge as fast as the fast-converging tangential

component, Et, and as fast as the power in the far-field shown in Fig. 4.2. Even at the

highest considered resolution, N = 640, the conventional formulation of the RCWA yields

a self error of e
{
E

(640)
n

}
> 9 · 10−3 for all three materials. By contrast, the same self error

e
{
Ẽ

(N)
n

}
< 9 · 10−3 of the modified normal field Ẽn can be achieved by using as few as
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Figure 4.4: Near-field distribution of the normal component of the electric field, |En| = |Ex|, in and
around the Au grating. a) Calculated with N = 21 harmonics using the conventional
RCWA method (unphysical field oscillations can be observed). b) Calculated using the
improved formulation, Ẽn = Dn/ε, and N = 21 harmonics. c) Calculated using the
conventional formulation and N = 640 harmonics. d) Calculated using the improved
formulation and N = 640 harmonics.

N = 70 harmonics!

It should be noted, that this convergence study shows that the difference between con-

ventional and modified formulation
∥∥∥E(N)

n − Ẽ(N)
n

∥∥∥
G

converges to 0. The error evolution,

however, follows the trend of the slowly converging conventional formulation.

The spatial profile of the electric field in the grating region illustrates the full benefits

of the modified field calculation. Figure 4.4(a) depicts the conventional normal field compo-

nent |E(21)
n | = |E(21)

x | in the gold grating for a moderately coarse discretisation of N = 21

harmonics. The field |E(21)
n | exhibits unphysical oscillations with a spatial frequency equal

to the period of the smallest spatial frequency component in the Fourier series expansion of

the solution. This is the well known Gibbs phenomenon, which occurs when describing a

discontinuous function with a truncated Fourier series. On the other hand, the modified nor-

mal field, Ẽn, does not suffer from such spurious oscillations at the interface. In particular,

even for a small number of harmonics, N = 21, Ẽ(21)
n is smooth, as per Fig. 4.4(b). At very

large number of harmonics, N = 640, the modified normal field is free of any numerical

artefacts, as can be seen in Fig. 4.4(d), and superficially agrees with the conventional field

evaluation Fig. 4.4(c).

The improved formulation of RCWA exhibits another benefit, namely Ẽn is by con-

struction discontinuous and exactly fulfils the corresponding boundary condition,

ε(in)E(in)(rs) · n = ε(out)E(out)(rs) · n, (4.6)

at surface points of the grating, rs, where E(in) and ε(in) (E(out) and ε(out)) denote the electric

field and permittivity inside (outside) the grating, respectively, and n is the unit vector

normal to the surface. In the conventional formulation of the RCWA, the field E(N)
n does

not satisfy Eq. (4.6), because E(n)
n is – as a Fourier series containing a finite number of



4.3. Formulation of accurate near-field evaluation for 2D-periodic structures 98

0.22 0.23 0.24 0.25 0.26 0.27 0.28
0

0.5

1

1.5

2
conventional (N = 21)
modified (N = 21)
conventional (N = 640)
modified (N = 640)

|E
x|
/E

0

x/L

Figure 4.5: Close-up of the normal component of the electric field, |En| and |Ẽn|, near the metal-air
interface at z = h/2, computed using the conventional and modified RCWA methods,
respectively.

terms – inherently continuous. The close-up of the interfacial field around x = 0.25Λ in

Fig. 4.5 emphasizes these ideas. Thus, the normal component of the field calculated using

the conventional formulation of RCWA shows spurious oscillations for both small N = 21

(dashed green) and high N = 640 (solid red) number of harmonics, whereas the modified

formulation is free of such unphysical oscillations and discontinuous for any number of

harmonics, N (see the dotted purple and dashed-dotted blue lines corresponding to N = 21

and N = 640, respectively).

It should be clear now that the modified normal-field evaluation in 1D by means of

the displacement field represents an improvement of the conventional evaluation of En in

two ways: First, it exhibits optimal self-convergence in the sense that it is as accurate as

the far-field and the continuous tangential field component. Second, it explicitly fulfils the

boundary condition Eq. (4.6) at the material interfaces. Equally important, the improved

near-field calculation is achieved with minimal additional computational cost and does not

alter the mathematical framework of the core RCWA algorithm in 1D.

4.3 Formulation of accurate near-field evaluation for 2D-
periodic structures

The ideas of the previous section are straightforward to implement because in 1D-periodic

structures there is a trivial and unambiguous distinction between the tangential and normal

components of E, which was already discussed in Section 3.3.4, where the fast Fourier

factorisation for 1D gratings was introduced. This situation becomes more intricate in the
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case of 2D-periodic diffraction gratings, where also the Fourier factorisation is a more com-

plex problem. This section will generalise the concepts of the previous section and derive

the formulation of accurate near-field calculations in 2D-periodic structures with straight or

oblique walls.

The main aspect of the accurate near-field evaluation is that only the Fourier series of

continuous quantities should be evaluated by means of their reconstruction operator R (·) in

Eq. (3.20), in order to avoid numerical artefacts. As we saw in Section 3.3.3, the continuity-

properties of the EM fields are determined by the boundary conditions: Et and Dn are

continuous in the transverse plane, whereas Dt and En exhibit discontinuities at the inter-

faces between media, where n and t denote the normal and tangential components, respec-

tively. In the NVF method for fast Fourier factorisation, this decomposition into normal and

tangential components can be expressed by combining Eq. (3.38) and Eq. (3.37):

[(Dn)α(z)] =
1

2
ε0
∑
β

(
JNαNβKJ1/εrK−1 + J1/εrK−1JNαNβK

)
[Eβ(z)], (4.7a)

[(Et)α(z)] =
∑
β

Jδαβ −NαNβK[Eβ(z)]. (4.7b)

Hereby, [(Dn)α(z)] denotes the Fourier series coefficient vector of (Dn)α(x, y, z) at a level

z in the grating. The field (Dn)α(x, y, z) = eα ·Dn(x, y, z) itself denotes the α-component

of the normal displacement field Dn(x, y, z). Similarly, [(Et)α(z)] denotes the Fourier se-

ries coefficient vector of the Cartesian α-component of the tangential electric field Et(x, yz)

at level z. This can be cast in a more concise matrix notation for the sums over the Cartesian

coordinate β

[Dn(z)] =
1

2
ε0

(q
NNT

y
J1/εrK−1 + J1/εrK−1qNNT

y)
[E(z)], (4.8a)

[Et(z)] =
q
I−NNT

y
[E(z)]. (4.8b)

Here the symmetrised definition of ∆Nαβ (Eq. (3.39)) was used, but similar equations

for Eq. (4.8a) can be formulated for the symmetric or one-sided definitions, Eqs. (3.40)

and (3.41). By construction, [Dn] and [Et] are Fourier series coefficient vectors of vector

fields that are continuous at material interfaces. Therefore their reconstructions, R ([Dn])

and R ([Et]), do not suffer from the Gibbs phenomenon at the interface. With this observa-

tion in mind, the electric field in the improved RCWA method for 2D-periodic structures at

a point, r = (x, y, z), is given by:

Ẽ(N)(r) = ε−1
0 R ([Dn(z)])(x, y)/εr(r) + R ([Et(z)])(x, y) (4.9)

and is expected to yield faster near-field convergence and less oscillatory spatial field pro-
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files as compared to the conventional field evaluation

E(N)(r) = R ([E(z)])(x, y), (4.10)

which does not take into account the continuity properties of the electric field. To investigate

the validity of these predictions, the accurate field evaluation was implemented alongside

the conventional formulation of RCWA, details of which will be discussed in Chapter 5.

It should be noted that the other electromagnetic fields can be easily calculated with this

improved method, too. Specifically, the displacement field, D, can be evaluated using the

modified electric field Ẽ, namely D(N)(r) = ε0ε(r)Ẽ(N)(r), and hence will have the same

convergence properties as Ẽ. The magnetic induction B and the magnetic field H = µB

do not require special attention, because they are continuous in non-magnetic materials and

hence behave similarly to the continuous tangential component of the electric field.

4.4 Quantification of the accurate near-field evaluation in 2D-
periodic structures

In this section, the improved formulation for accurate near-field calculations in 2D-periodic

structures is assessed using two test structures with different configurations. To this end,

the definition of the grating norm Eq. (4.2) of a scalar or vector function, f , is extended to

2D-periodic structures in the following straightforward way:

‖f‖G =

(∫ h

0

∫ Λ2/2

−Λ2/2

∫ Λ1/2

−Λ1/2
|f(x, y, z)|2 dx dy dz

) 1
2

, (4.11)

where the integral is evaluated over the three-dimensional grating region.

4.4.1 Analysis of a 1D-periodic grating using 2D-RCWA

The first 2D-periodic diffraction grating under consideration is in fact a 1D binary grating,

as shown in Fig. 4.1(a), rotated by π/4 in the x-y-plane. It should be obvious that it can

be modelled as a double-periodic 2D grating with periods Λ1 = Λ2 =
√

2Λ̃ =
√

2 µm,

where Λ̃ = Λ1 is the period of the grating when it is viewed as a 1D-periodic structure. For

clarity, the primary unit cell of the grating is depicted in the inset of Fig. 4.6(a). With this

choice, the reference quantities Rref ,T ref , and Eref can be accurately calculated using 1D

simulations, an approach inspired by an example in Ref. [8].

The error in the calculation of the far-field, eF from Eq. (4.1), when 2D simulations

are employed is depicted in Fig. 4.6(a). The convergence of the calculations for the silicon

and gold gratings closely follows the convergence trends observed when 1D simulations

are performed and, as expected, it shows somewhat worse, yet still good, agreement for the

silica structure. This difference is explained by the fact that the NVF introduced in the 2D-
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Figure 4.6: Computational results for a rotated binary 1D grating. a) Error of calculated far-field vs.
N , determined for three gratings made of different materials. The decrease in the error
follows that of the far-field (dashed lines) of the 1D simulations (see also section 4.2). b),
c), d) Near-field error corresponding to the silica, silicon, and gold grating, respectively.

RCWA formulation is discontinuous away from material interfaces and hence it can degrade

the convergence rate, especially for the low-index of refraction contrast case.

The conclusions of our analysis of the convergence of the near-field are summarised in

Fig. 4.6(b-d). Thus, for both the silica and gold diffraction gratings, the normal component

of the modified electric field, Ẽ, exhibits faster convergence than this same field component

calculated using the conventional form of RCWA. In both cases, e
{
Ẽ

(20)
n

}
is one order of

magnitude smaller than e
{
E

(20)
n

}
. For the silicon grating, only marginal differences be-

tween the two formulations can be observed. This is in agreement with the results obtained

in the 1D case, as per Fig. 4.3(b). For small N , Ẽ(N) and E(N) are determined with a com-

parable degree of accuracy, but for the larger number of harmonics considered in Fig. 4.6(c),

i.e. N = 30, a higher accuracy of our improved formulation of the RCWA can clearly be

observed.

These conclusions are further validated by the profile of the electric field, as presented
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Figure 4.7: a) Normal component of the electric field, |En|, in the grating region at z = h/2,
determined by using the conventional RCWA and N = 27. b) Normal electric field
component, |Ẽn|, determined for the same grating parameters as in a) but using the
improved algorithm. The blue vertical line was added for clarity and merely separates
the two plots.
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in Fig. 4.7. This figure shows the spatial distribution of the normal component of the electric

fields, E(27) and Ẽ(27), calculated in the median plane of the grating. A simple examina-

tion of these field profiles confirms that the spurious oscillations of the field Ẽ(27) near the

surface have much smaller amplitude as compared to that of the variations of E(27). More-

over, a closer inspection of the surface-fields shows that the boundary condition Eq. (4.6)

is fulfilled by Ẽ(27) only. This first test-case already reveals that the improved near-field

evaluation is more accurate in the case of 2D-periodic structures, too.

4.4.2 Near-field calculations for an intrinsically 2D-periodic grating

In order to thoroughly test the near-field evaluation for 2D-periodic structures using the

improved RCWA presented in this chapter, the following challenging test structure depicted

in Fig. 4.1(c) is considered. The grating region consists of a coordinate system aligned

parallelepiped with the length of the sides aligned to the x-, y-, and z-axis being a = 0.5Λ,

2a, and h, respectively, placed adjacently to a semicircular cylinder with radius a and height

h, with Λ = Λ1 = Λ2 = 0.25 µm. The structure is illuminated normally by a x-polarised

plane wave with wavelength λ = 0.5 µm.

Since it is generally computationally time consuming to obtain high-accuracy solu-

tions in the case of 2D-periodic structures and due to the fact that the higher the ratio Λ/λ

and the refractive index, the more harmonics are necessary to achieve convergence [22], a

relatively small period-to-wavelength ratio of Λ/λ = 0.25 µm/0.5 µm = 0.5 is chosen for

this example.

As reference values in the definition of the far-field error, eF from Eq. (4.1), T ref =

T (31) andRref = R(31), namely results obtained from simulations withN = 31 are chosen.

The convergence of the far-field, eF (N), is shown in Fig. 4.8(a), where the far-field physical

quantity considered are the transmission and reflection coefficients, T and R, respectively.

As expected, the fastest convergence can be observed for the silica grating, because it has

a low refractive index. The numerical error obtained for the gratings made of gold and

silicon are one and two orders of magnitude larger than in the case of the silica grating,
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Figure 4.8: Computational results for the 2D grating shown in Fig. 4.1(c). a) Error of calculated
far-field vs. N , determined for three gratings made of different materials. b), c), d)
Near-field error corresponding to the silica, silicon, and gold grating, respectively.
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respectively. This behaviour is similar to that seen in the 1D case for a small number of

harmonics, N < 30 (cf. Fig. 4.2).

Figures 4.8(b)–4.8(d) contain the dependence of the near-field self-error determined

for the three material configurations, silica, silicon, and gold, respectively. The three phys-

ical quantities plotted in each case are the z-component of E and the in-plane components,

Exy := (Ex,Ey, 0)T and Ẽxy := (Ẽx, Ẽy, 0)T , obtained by using the conventional and

improved versions of RCWA, respectively. Note that in either version, the in-plane compo-

nent contains both the discontinuous normal component, N ·E or N · Ẽ, and the continuous

tangential component, (I−NNT )Exy or (I−NNT )Ẽxy.

It can be seen that in all cases, the z-component of E, which is continuous at vertical

surfaces inside the grating region, converges much faster than the in-plane component, in

both the conventional and modified formulations. In addition, the modified formulation

leads to a somewhat smaller error than the conventional formulation. Specifically, it was

found that e
{
Ẽ

(N)
xy

}
≈ 0.5e

{
E

(N)
xy

}
for the silica grating and e

{
Ẽ

(N)
xy

}
≈ 0.9e

{
E

(N)
xy

}
for

the silicon and gold gratings. However, the corresponding convergence speed, i.e. the slope

of e
{
E

(N)
xy

}
and e

{
Ẽ

(N)
xy

}
, is the same. Moreover, in the modified formulation of the RCWA

the convergence speed of the tangential component of the near-field is larger than that of the

in-plane component. Three factors contribute to this behaviour: i) The decomposition of

the near-field in a normal and tangential component in 2D-periodic structures relies on the

specific definition of the normal vector field, N and it is not directly performed in Cartesian

coordinates as in the 1D case. Hence, the inexact field decomposition by N introduces an

additional error. ii) The field of normal vectors characterizing the structure is only uniquely

defined at the interfaces defining the grating, except at the corners, and, more importantly,

away from the grating surface. This ambiguity can lead to choices of NVFs which are

not optimal for the convergence and accurate calculation of the near-field. iii) The normal

vector field itself has discontinuities, which can cause additional oscillations in the spatial

profile of the electromagnetic field.

It is also worthwhile to investigate the spatial profile of the near-field. The dominant

x-component of the electric field in a horizontal cross-section through the grating region

at z = h/2 is depicted in Fig. 4.9. As in the 1D case, these maps show that the field Ẽx
exhibits spatial oscillations with smaller amplitude as compared to the variations of the field

Ex, especially at y-aligned interfaces (outlined with blue dashed lines in Fig. 4.9).

4.5 Out-of-plane normal vector fields for oblique diffraction
gratings

Oblique diffraction gratings, as those shown in Figs. 4.1(b) and 4.1(d), are modelled in the

RCWA within the staircase approximation along a direction perpendicular onto the grating
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Figure 4.9: a) Spatial distribution of the dominant component of the electric field, |Ex|, in the 2D
grating region at z = h/2, determined by using the conventional RCWA and N =
27. b) Spatial distribution of the dominant component of the electric near-field, |Ẽx|,
determined for the same grating parameters as in a) but using the improved algorithm.
The blue vertical line was added for clarity and merely separates the two plots.

plane, which was derived in Section 3.5. In each computational layer, the eigenmodes are

then found numerically by solving Eq. (3.46), and the EM boundary conditions between

the layers are used to determine the EM fields everywhere in the grating. In the context of

the NVF formulation of RCWA for oblique 1D-periodic structures, it has been reported in

Refs .[11, 22] that using an out-of-plane NVF, i.e. N = (Nx, 0,Nz)
T , leads to an improve-

ment of the convergence of the far-field. However, no quantitative conclusion regarding the

near-field convergence of the out-of-plane NVF formulation has been made. In this section,

I will study the relation between the accurate field formulation Eq. (4.9) and the near-field

convergence speed for slanted 1D-periodic structures.

The situation for oblique 2D-periodic structures has not yet been explored in the con-

text of RCWA. However, based on the results presented so far, one can conjecture that both

the near- and far-field convergence of RCWA can be improved by using an out-of-plane 3D

NVF, N = (Nx,Ny,Nz)
T 6= 0, and that the near-field evaluation would be more accurate

as well. The validity of this supposition will be explored in the second part of this section.

4.5.1 Analysis of slanted 1D-periodic binary diffraction gratings

The numerical characteristics of oblique 1D-periodic structures are investigated by con-

sidering the slanted binary grating depicted in Fig. 4.1(b). The period of the grating is

Λ = 1 µm, the filling factor, ρ = 0.5, the height, h = 0.25 µm, and the slanting angle is

γ = π/4. Only the gold grating is considered in this section as this would be the most

challenging case. If the unit cell is assumed to extend from x = −Λ/2 to x = Λ/2 and the

centre of the binary grating is set to be x = 0, z = h/2, a suitable out-of-plane NVF is

given by

Ñ(x, y, z) =
√

2 sign (x− z) (1, 0, 1)T . (4.12)
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Figure 4.10: Computational results for the slanted 1D binary grating shown in Fig. 4.1(b). a) Far-
field self-error eF (N ,M) vs. N and M corresponding to the in-plane NVF formula-
tion. b) Far-field self-error ẽF (N ,M) corresponding to the out-of-plane NVF formu-
lation. c) Near-field self convergence e

{
E(N ,M)

}
corresponding to in-plane NVF. d)

Near-field self convergence e
{
Ẽ(N ,M)

}
corresponding to out-of-plane NVF.

The two formulations of the RCWA compared in this section are the in-plane NVF,

N(x, y, z) = ex, which is used in conventional RCWA together with the conventional

field evaluation Eq. (4.10), and the out-of-plane NVF, Ñ , combined with the improved field

evaluation formulation Eq. (4.9). In contrast to the results presented in the previous sections,

the two formulations yield different results for both the near- and far-field quantities. For

the sake of the clarity of the presentation, all physical quantities corresponding to the out-

of-plane NVF formulation are denoted with a tilde symbol.

Numerical results for increasing number of harmonics, N = 2, . . . , 320, and number

of computational layers,M = 2, . . . , 256, are presented in Fig. 4.10. It can be inferred from

this figure that the in-plane formulation requires both a high number of Fourier series coeffi-

cients,N , and layers,M , to achieve convergence to a result ofRref = 0.28788, whereas the

out-of-plane formulation yields fast convergence to R̃ref = R(320,256) = 0.28837 with re-

spect to N , as per figures 4.10(a) and (b), respectively. This behaviour is in agreement with

the findings reported in Ref. [11]. The convergence of the calculated near-field, illustrated in

Figs. 4.10(c) and 4.10(d), exhibits similar features. Specifically, the in-plane NVF formula-

tion requires both highN andM to achieve a small self-error of e
{
E(226,256)

}
= 4.7·10−2,

whereas this self-error can already be achieved with N = 10, M = 256 in the out-of-plane

formulation. This clearly demonstrates a drastically improved efficiency of the near-field

calculation when using the approach based on the combination of out-of-plane NVF and the

accurate near-field formulation for oblique diffraction gratings. The highly improved near-

field profile is illustrated in Fig. 4.11(b), which exhibits no unphysical oscillations near the

gold-vacuum interface. This is in sharp contrast to the conventional field evaluation of the

in-plane formulation, as per Fig. 4.11(a), which clearly suffers from spurious oscillations.
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Figure 4.11: a) Spatial distribution of the electric near-field, |E(40,256)
x |, determined using the con-

ventional in-plane NVF. b) Spatial distribution of the electric near-field, |Ẽ(40,256)
x |,

determined for the same grating parameters as in a) but using the modified out-of-plane
NVF formulation. The blue vertical line was added for clarity and merely separates
the two plots.

4.5.2 Analysis of slanted 2D-periodic cylindrical diffraction gratings

In this section I investigate the efficiency of using the accurate field evaluation and the out-

of-plane NVF formulation to model a challenging, slanted 2D-periodic diffraction grating.

The grating with periods, Λ1 = Λ2 = Λ = 1 µm, is schematically depicted in Fig. 4.1(d)

and consists of a cylindrical rod with radius r = 0.3 µm and height h = 0.125 µm, which

is slanted by γ = π/4 along the x-axis. Again, only the gold grating is considered in this

section. Finally, the incident plane wave is impinging onto the grating along the normal

direction, is polarised along the x-axis, and has a wavelength of λ = 2 µm.

The reflection coefficient calculated for N = 3, . . . , 19 harmonics and M = 2, . . . , 32

layers is shown in Fig. 4.12(a) and Fig. 4.12(b) and was determined by using the conven-

tional in-plane NVF and the out-of-plane NVF formulation, respectively. It can be seen

that both approaches converge rather slowly, neither one achieves convergence even for the

highest considered values of M = 32 and N = 19. Moreover, in order to characterise the

error of the near-field calculations in the two formulations, the self-error with respect to the

reference solutions obtained with N = 19 and M = 32 is presented in figures 4.12(c) (d).

The in-plane formulation achieves a relative self-error of e
{
E(13,32)

}
= 0.625, whereas for

the same values of N and M , the modified field evaluation in conjunction with the out-of-

plane NVF achieves a substantially lower self-error of e
{
E(13,32)

}
= 0.261. It has to be

stressed, that the necessary accuracy for full convergence could not be achieved in these

simulations. The evolution of the computational results for the shown values of N ≤ 19

and M ≤ 32 however can be interpreted in favour of the out-of-plane NVF formulation,

due to the lower near-field self-error e
{
E(13,32)

}
< e

{
E(13,32)

}
. It can be supposed that

future simulations with finer discretisation will reveal the practical benefit of the out-of-

plane NVF formulation in conjunction with the modified field formulation for 2D-periodic

slanted structures, similar to the case of 1D-periodic slanted diffraction gratings.
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Figure 4.12: Computational results for the slanted 2D cylindrical grating shown in Fig. 4.1(d). a)
Reflection coefficient R vs. N and M , determined using the in-plane NVF formula-
tion. b) Reflection coefficient R̃ vs. N andM , determined using the out-of-plane NVF
formulation. c), d) Near-field convergence of conventional and modified formulation,
respectively.

4.6 Concluding remarks on accurate near-field evaluation in
RCWA

To summarise, I have analysed the numerical near-fields calculated using the RCWA and

identified the Gibbs phenomenon as the main reason for their slow convergence and the

spurious oscillations from which they suffer. As a solution to these deficiencies of RCWA,

I proposed a modification of this method that can be applied for modelling arbitrary diffrac-

tion gratings and, more generally, periodic optical structures. My modified formulation

significantly improves the accuracy of 1D-RCWA calculations at negligible additional com-

putational cost for both straight and slanted gratings, where it speeds up convergence and

effectively removes the numerical artefacts from the calculated near-fields. The accuracy of

2D-periodic grating simulations can be enhanced and the malicious effect of the Gibbs phe-

nomenon can be reduced as well. However, the advantage here is less pronounced than in

the 1D-periodic case. The reduced performance in 2D can be attributed the fact that usually

no exact formula for the NVF, which is at the core of the modified formulation, is available,

and that is often suffers from discontinuities. Therefore, it might be fruitful to investigate

more elaborate NVF-formulations and their suitability for near-field calculations, such as a

complex valued NVF [26], which is continuous everywhere in the grating region.

It can be expected that my proposed modification of the RCWA method will greatly

advance its capabilities, especially for 1D-periodic optical structures. In particular, this im-

proved method could prove instrumental to accurate modelling of plasmonic periodic struc-

tures, diffraction gratings, and surface-nonlinear devices, namely to simulation of physical

systems whose functionality rely on the electromagnetic near-field at interfaces. And in

fact, the accurate near-field evaluation will be a crucial ingredient in the accurate numeri-

cal modelling of nonlinear 2D materials in diffraction gratings. Before investigating this in

Chapter 6, the details of the implementation of the RCWA in in a commercially available

computer code will be discussed in the next chapter.
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Chapter 5

Software implementation details of the
rigorous coupled-wave analysis: OmniSim

RCWA

5.1 Introduction

This chapter discusses the computer implementation of the rigorous coupled-wave analysis

in a reliable, efficient and user-friendly software tool named OmniSim RCWA [1]. Om-

niSim RCWA follows the mathematical formulation of Chapter 3 and includes the accurate

near-field calculation method from Chapter 4. Therefore, it is a general tool for the accurate

simulation of periodic structures, including diffraction gratings, diffractive optical elements

and periodic metamaterials.

As mentioned earlier, RCWA is a widely used algorithm for modelling 1D- and 2D-

periodic diffraction gratings. Many researchers develop and maintain their own hand-

tailored RCWA software implementations, especially for 1D-periodic structures where the

Fourier factorisation problem can be solved easily, see Section 3.3.4. In addition, there is

a number of commercially [2] and freely available implementations of RCWA [3]. How-

ever, free implementations and academic implementations often require expert knowledge

of the underlying numerical method in order to use them. They are often poorly or not at all

documented, they are typically not regularly maintained, and there is no technical support

available to help with user problems. Moreover, the specification of grating structures in

such implementations is typically cumbersome as they lack the integration into computer

aided design (CAD) software. OmniSim RCWA, on the other hand, is different from freely

available and academic codes and overcomes their shortcomings by integrating the RCWA

algorithm into a mature CAD software, which greatly simplifies specification of arbitrarily

complex structures, eases the setup of simulations and allows detailed post-processing of

results. To this end, OmniSim RCWA was conceived in a collaboration with the com-

pany Photon Design Ltd, and is now part of their software suite. Photon Design specialises
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in high quality simulation software for rigorous modelling of photonic structures, devices

and circuits. Their software repertoire contains a 2D and 3D optical waveguide modelling

software, a photonic crystal design program, a CAD-integrated FDTD/FETD solver, an ac-

tive component design software and a photonic circuit and laser diode simulator. This is

accompanied by an automated optimization toolbox and a powerful CAD editor.

Software development in a commercial environment has different requirements from

those in an academic environment: i) The user is not the developer. Therefore a clear manual

and instructive examples must be provided. ii) The implementation is not a standalone pro-

gram but is integrated into a larger software suite. Hence, the implementation has to be well

documented and adhere to specific guidelines. This is related to the fact that such an imple-

mentation is likely to be maintained over a long period of time and by different developers

who are not familiar with all aspects of the underlying numerical method or its software

implementation. iii) Reliability, error handling and validation: academic software is often

used to validate theoretical concepts by means of specific examples. Commercial software,

by contrast, has to work efficiently for any user-defined input structure, or at least clearly

define the range of parameters for which it works. Moreover, errors must be detected and

handled automatically and reliably. And although validation is important for any software

implementation, special attention was paid to benchmarking and validation of OmniSim

RCWA by comparison of simulation results with analytical or experimental results, with

implementations of different numerical methods or with an independent implementation of

RCWA.

The remainder of this chapter will explain the implementation of OmniSim RCWA

and discuss its characteristics. Section 5.2 will explain the program flow of OmniSim

RCWA and present how the software implements the mathematical formulation of RCWA.

The specific algorithms developed for OmniSim RCWA will be described and the com-

putational complexity of RCWA is discussed in Section 5.3, before final conclusions about

this highly sophisticated software tool are drawn in Section 5.4.

5.2 Program flow of OmniSim RCWA
OmniSim RCWA is a complex software tool, because it allows the efficient simulation

of different kinds of diffraction gratings, such as multilayer, slanted, holographic, and 1D-

and 2D-periodic gratings made of dielectrics, semiconductors or metals. The formulation

of RCWA is general and allows the modelling of arbitrary diffraction grating structures.

However, only the adequate choice of algorithms and numerical procedures to implement

the mathematical formulation will guarantee the high efficiency and accuracy of simula-

tions in OmniSim RCWA. This section describes how OmniSim RCWA implements the

mathematical steps discussed in the previous chapters and how it makes them accessible to

the user of the software.
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Figure 5.1: Work flow of OmniSim RCWA.

Each OmniSim RCWA simulation has three stages and follows a typical work flow

depicted in Fig. 5.1. Only the first and third stages, the simulation setup and the output and

export, respectively, are accessible to the user. The most important stage, the actual RCWA

calculations, are handled internally by the numerical engine and are hence shielded from

the user. Before going into detail, it should be briefly mentioned that OmniSim RCWA

has two interactive modes of operation, the first being a single simulation for a specific

set of parameters, whereas the other mode is a one-dimensional scan of any variable, e.g.

wavelength of excitation, polarisation angle or a geometric quantity that characterises the

device at hand.

The first stage of a simulation is the setup of the computational process and has two
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parts: the user defines the diffraction grating structure in the CAD layout editor with the

help of predefined components or manually defined shapes. Their optical properties can

be specified manually or by means of a large library of materials. The other part of the

simulation setup is the definition of the simulation parameters. They are of three kinds:

the physical simulation parameters are the incident angles, polarization stage and wave-

length of the simulation. The numerical parameters are the number of harmonics, N , to

be used in the simulation, the number of layers NL used in the automatic multi-layering as

well as algorithmic choices for the Fourier factorisation (zig-zag approximation and NVF

factorisation). The third kind of parameters determines the output of the simulation. Es-

pecially when simulating 2D-periodic multilayered structures, it is impractical to output

all computed physical quantities. Instead, certain diffraction efficiencies can be selected to

characterise the far-field, and a 3D grid to evaluate the near-field can be specified.

A special role amongst the parameters is played by the scanner parameters. OmniSim

RCWA can automatically perform a study of a finite range of virtually any scalar quantity.

This can not only be any of the parameters above (e.g. wavelength, number of harmonics

N , or 3D output grid size), but in fact any variable used to specify the grating structure in

the CAD.

Having defined all simulation parameters, the next stage is entered, namely the actual

RCWA calculation. The RCWA calculations have three steps, which are entirely automated

and are performed by the numerical RCWA engine. The first step samples the device that

was specified in the CAD and discretises it appropriately for the RCWA calculations. In

the case when the structure under investigation is not homogeneous in the longitudinal di-

rection, i.e. if it is a multilayer or slanted grating, the NL computational layers are defined

automatically. For each of these layers, one or two tasks are performed by the RCWA en-

gine: If the zig-zag approximation is used, the Fourier series coefficient matrices bdεrec and

dbεrce are calculated according to Eq. (3.36). If the NVF factorisation is employed, the

NVF, N, of each layer is generated according to Section 5.3.2 and their vectors of Fourier

series coefficients, [NαNβ], are determined by numerical integration. Independent of the

factorisation rule, the vectors of Fourier series coefficients [εr] and [1/εr] for each layer are

calculated according to Eq. (3.19). All numerical integrations are not directly performed

by evaluating their defining integrals, e.g. Eq. (3.19), but instead they are rewritten and

calculated by the fast Fourier transform (FFT) with a high number of sampling points to

ensure that no integration error enters the Fourier series discretisation of the structure in the

transverse plane, see Appendix C.1. Upon the completion of this process, the simulation

device is fully discretised in NL layers, each of which being discretised by the structural

Fourier series coefficients.

In the second step, the modal representation of the EM fields Eq. (3.55) therein are
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determined by solving numerically Eq. (3.46), or their respective simplifications for 1D-

periodic gratings. In the case when a computational layer is homogeneous, the modes are

directly given by the plane wave expansion presented in Appendix B.

The third and final step of the RCWA calculation is the matching of the modal fields in

different layers. The far-field coefficients are determined from Eq. (3.69) and the diffraction

efficiencies are evaluated by Eq. (3.70). If the near-field is requested, all modal coefficients

are determined efficiently following Section 5.3.3. The near-field is evaluated according

to Eq. (4.10) or Eq. (4.9) in case the NVF factorisation is employed. If specified, the EM

fields are directly exported to the hard-drive for post processing. In the case when a single

simulation has been specified, OmniSim RCWA leaves the numerical RCWA engine and

enters the last stage, namely the inspection of the output. Otherwise the scan variable is

updated and another RCWA calculation is performed.

The output of an RCWA calculation is presented interactively in three complementary

ways. The EM near-fields can be inspected in the CAD editor, scalar output quantities are

displayed and – in the case of a scan – plotted, and the discretisation and the RCWA modes

of each layer can be inspected in the OmniSim RCWA Mode Explorer to gain additional

insight into the diffraction grating at hand. All output quantities can be exported for further

investigation by using OmniSim RCWA or other tools such as MATLAB or Python.

5.3 Algorithmic choices in OmniSim RCWA
The description in the last section focussed on the software implementation of OmniSim

RCWA and how it relates to the mathematical formulation. In this section the specific

algorithms of the numerical engine are discussed.

5.3.1 Numerical linear algebra

The efficiency ofOmniSim RCWA is strongly linked to the choice of numerical routines to

handle matrix algebraic operations prevalent in RCWA. Therefore, functions from Photon

Design’s proprietary, highly optimized mathematical library were used to implement the so-

lution of various mathematical operations. They include the solution of the complex, dense,

and potentially large linear eigenvalue problems, Eq. (3.46), and the matrix multiplications

and inversions employed throughout the S-matrix calculations Eq. (3.67). Moreover, the

FFT are implemented in this library, which is used in the discretisation of the grating struc-

ture Eq. (3.19) and in the evaluation of the EM fields Eq. (4.9). The benefits of using such

a library are apparent: it is highly optimized, validated, and regularly maintained and up-

dated. Therefore, improvements and updates to the numerical routines in Photon Design’s

mathematical library will directly carry over to OmniSim RCWA. Apart from that, special

routines to handle Toeplitz matrices in a memory-saving and computationally efficient way

were implemented according to Appendix C.
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The two remaining specific algorithms to automatically generate a NVF and to effi-

ciently calculate the modal coefficients in each computational layer are presented now.

5.3.2 Automated generation of normal vector fields

The NVF factorisation approach yields an accurate formulation of the RCWA, which allows

fast-converging solutions of RCWA simulations, as was demonstrated in Section 3.6. The

automated generation of a NVF has, however, not been addressed here. In the context of

RCWA, analytical formulae or semi-analytical algorithms forNα are used [4], but this is not

an option forOmniSim RCWA, as they are not available for generic structures a user might

define. Different algorithms for the generation of NVFs have been proposed in the context

of RCWA, such as optimized inverted distance weighting [5], or have been borrowed from

computer graphics [3, 6].

Such an algorithm has to fulfil several criteria. It has to yield accurate normals at

material interfaces and a smooth continuation into the unit cell with a small number of

discontinuities away from the material interfaces. Moreover, the resulting NVFs need to be

periodic and need to transform under affine operations as the structure does. Furthermore,

the symmetry properties of a device need to be preserved in the generated NVF. Finally,

the algorithm has to have small computational cost to not considerably increase the overall

runtime of an RCWA software implementation.

The main steps of the NVF generation in OmniSim RCWA are:

1. Discretise the cross section of material parameters in the unit cell at a set of grid

points.

2. Determine the discrete material boundary points.

3. Calculate the normals at all boundary points.

4. Iteratively propagate the known normal values to their neighbouring grid points by a

suitable averaging procedure.

Theoretical considerations and numerical tests showed that this algorithm fulfils the require-

ments for NVF generation in the context of RCWA.

5.3.3 Fast calculation of modal coefficients

The calculation of the modal field coefficients in a multilayer structure is given in Eq. (3.63).

However, the direct implementation of this in a multilayer structure with NL layers is inef-

ficient as its computational cost is of the order O(N2
LN

3
0 ), where the factor N3

0 is due to the

computational cost of the calculation and concatenation of S-matrices of size 4N0 × 4N0.

A more efficient approach to near-field evaluation is taken in OmniSim RCWA and this

will be described now.

To this end, consider the schematic of a multilayer structure in Fig. 5.2(a) where it

is assumed that the modal information, i.e. the mode profiles E±l and H±l and the mode
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Figure 5.2: Recursive calculation of mode coefficients in OmniSim RCWA. a) Schematic repre-
sentation of a NL-layer structure with known cover and substrate coefficients c±0 and
c±NL+1. The coefficients in layer l = bNL/2c are calculated in the first step. b) In the
second step, the coefficients in layer l are known and the subinterval of layers between
cover and layer l around lT resembles the initial situation in (a), where layer l takes the
role of the known bottom layer.

propagation constants V±l are given in each layer, l = 0, . . . ,NL+1. Moreover, the incident

and outgoing far-field coefficients are given and determined by Eq. (3.69), respectively. The

calculation of the mode coefficients is performed recursively. In the first step, n = 1, the

coefficients c±bNL/2c in the middle layer are calculated by setting up the S-matrices of all

top and bottom layers, ST and SB , respectively, and applying Eq. (3.63) for SAB = ST and

SBC = SB . The total number of S-matrix products Eq. (3.66) is O(2 · NL/2). Since the

coefficients in layer bNL/2c are known, one can identify the remaining layers below l =

bNL/2c with the initial setting, and similarly the remaining top layers, as per Fig. 5.2(b).

This procedure is repeated until a subinterval of layers is empty, which will occur after

a maximum of dlog2(NL)e recursions. Because the nth recursion handles 2n−1 subintervals

of length N/2n, a total of O(NL log(NL)) S-matrix operations are necessary. Therefore,

the computational cost for the evaluation of mode coefficients in OmniSim RCWA is of

the order O(NL logNLN
3
0 ).

5.3.4 Parallelisation of OmniSim RCWA

OmniSim RCWA is shared memory parallel on two levels of granularity, which are handled

by different systems of parallelisation. The outer level of parallelism is at the level of

the computational layers and is handled by Photon Design’s proprietary parallel library.
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Referring back to Fig. 5.1, one finds that the generation of NVFs, the discretisation of the

structure in the transverse direction, and the determination of the RCWA modes in one

layer are independent of the state of the calculation in other layers. They can be done in

parallel. Apart from that, the recursive calculation of modal coefficients in Section 5.3.3

is performed parallel by OmniSim RCWA, and the evaluation of the EM near-field in

the grating structure at different z is inherently parallel. Especially in the case of gratings

with a small number of computational layers the outer level of parallelisation just described

does not take full advantage of modern multi-core computer systems. Therefore, OmniSim

RCWA also employs parallel implementation of basic linear algebraic routines as an inner

level of parallelism.

5.3.5 Remarks on computational complexity

Having described the algorithms in the implementation of OmniSim RCWA, one can see

that its highest computational cost is the evaluation of the EM field coefficients in the grat-

ing structure, which has an asymptotic runtime of O(NL logNLN
3
0 ), even in the improved

version of Section 5.3.3. This is followed by the calculation of the far-field coefficients and

the solution of NL eigenvalue problems in the computational layers, which each requires

O(NLN
3
0 ) operations. This dominates by far the computational cost of all pre-processing

steps, namely the NVF generation in Section 5.3.2 and the numerical integration Eq. (3.19)

in the definition of [εr], for any practical choice of sampling points.

An additional concern when analysing the computational complexity is memory con-

sumption. The most demanding part of RCWA is the representation of the eigenmodes in

each of NL computational layers by E±l and H±l in Eq. (3.55) with a total memory con-

sumption of O(NLN
2
0 ). If only the cover and substrate fields are required as simulation

results, this is reduced to O(N2
0 ) because only the mode-information of two subsequent

computational layers is simultaneously required to realize Eq. (3.69).

These theoretical considerations show the scaling of RCWA, namely the cubic and

quadratic dependence of runtime and memory consumption, respectively, on the number of

orders N0. Whereas the simulation of 1D periodic structures with hundreds of diffraction

orders, N0 = (2N1 + 1), and layers can be handled by modest computer hardware, the

simulation of 2D periodic structures, whereN0 = (2N1+1)(2N2+1) is limited to moderate

numbers of harmonics. This is why correct Fourier factorisation from Section 3.3.3 is of

such importance to the efficiency of RCWA, because fast Fourier factorisation drastically

reduces the number of orders necessary to achieve converge of RCWA simulations even for

complex 2D-periodic structures.
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5.4 Conclusions
This chapter discussed the computer implementation of the RCWA method in an efficient,

versatile and user friendly software tool, OmniSim RCWA, for the investigation of arbi-

trary diffraction grating structures. OmniSim RCWA is the first, and to the best of my

knowledge, the only implementation of the RCWA with accurate near-field evaluation for

2D periodic structures and oblique structures, and the only implementation of RCWA with

NVF factorisation and automatic NVF generation which is fully integrated into a power-

ful CAD editor. Moreover, it makes use of current parallelisation techniques to take full

advantage of modern multi-core computer systems.
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Chapter 6

Theoretical and computational analysis of
second- and third-harmonic generation in
periodically patterned 2D-3D
heteromaterials

6.1 Introduction

The advent of novel two-dimensional materials, most notably graphene [1–3], has created

a large demand for the accurate and efficient numerical simulation of periodic structures

comprising both regular, three-dimensional, materials and unconventional 2D materials.

As was described in Section 2.5, there is a multitude of numerical methods for compu-

tational study of conventional optical structures and devices comprising 3D materials and

they can in principle be used for modelling 2D materials (2DM), too. This is customarily

done by defining an effective thickness of the material and incorporating the 2DM into the

computational algorithm simply as a very thin layer of 3D material [4–6]. This approach, al-

beit simple and easy to implement, has a serious drawback, namely it relies on an obviously

ambiguous quantity, the thickness of the monolayer. Moreover, this thickness is typically

orders of magnitude smaller than the other characteristic lengths of the photonic structure

and the operating wavelength, leading to a large length-scale imbalance that is detrimental

to the effectiveness of the spatial discretisation. These issues result in potentially reduced

accuracy, increased computational cost, and numerical artefacts that are difficult to avoid

[7, 8]. It is hence desirable to treat the sources of the optical effects pertaining to the 2DM

as confined to a 2D manifold, i.e. as induced by a surface conductivity [7, 9, 10].

The numerical method proposed in this chapter follows this approach and implements

it in the context of the RCWA method by building on the formulation from Chapters 3 and 4.

However, in addition to previous work on handling 2DMs by means of Fourier series ex-

pansion methods [8, 11], the method presented here also models nonlinear optical effects of
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2D materials, in particular third- and second-harmonic generation in graphene and TMDC

monolayer materials, respectively, and provides the mathematical formulation for arbitrary

nonlinear processes that can be treated in the undepleted pump approximation. Addition-

ally, the method introduced in this work allows one to describe structured 2D materials,

which themselves can be embedded in inhomogeneous 3D structures.

The remainder of this chapter introduces the general periodic optical system under

consideration in Section 6.2 by extending the setting from Section 3.2. A detailed overview

of linear and nonlinear optical properties of different 2D materials is given in Section 6.3.

Section 6.4 provides the mathematical formulation for harmonic generation in patterned

2D materials based on the RCWA and introduces the inhomogeneous scattering matrix for-

malism for multilayered 3D structures in Section 6.4.4. This is followed by Section 6.5,

where the validation and benchmarking of the numerical method is performed, using as test

problems 1D- and 2D-periodic structures. Applications of the proposed numerical method

are presented and discussed in Section 6.6, where different resonant mechanisms to enhance

the nonlinear optical response of 2D-3D heteromaterials containing TDMC monolayers and

nanostructured graphene are investigated. Finally, the main conclusions are drawn and an

outlook towards future work and the potential of the proposed numerical method is given in

Section 6.7.

6.2 Photonic system: Geometry and materials parameters

The computational method introduced in this chapter is designed for a very general phys-

ical setting, namely periodically patterned photonic structures that contain both bulk and

2D optical materials. This general photonic system is schematically illustrated in Fig. 6.1,

which now incorporates periodically patterned sheets of 2D materials into the grating struc-

ture presented in Section 3.2. These additional 2DM sheets, or simply sheets, are located at

z = zs and are assumed to lay in the (x, y)-plane between two bulk-layers. Each sheet is

made of homogeneous or periodically patterned 2DMs and is described by its surface con-

ductivity distribution, σs(x, y, zs). Equally important, since the nonlinear optical response

of different 2D materials contained by the photonic structure is described via a generic

nonlinear polarisation, this computational method can be used to investigate a multitude of

nonlinear optical effects, including SHG, sum- and difference-frequency generation, THG,

and four-wave mixing.

Before the RCWA for linear and nonlinear light interaction with 2D materials is derived

thoroughly in Section 6.4, the optical properties of 2DMs are introduced and formalised

mathematically in the subsequent section.
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Figure 6.1: Schematic of a generic multilayer x, y-periodic structure under plane wave incidence
and a close-up of one unit cell. The distribution of the 2D material (blue) is defined by
the position dependent sheet conductance σs(x, y, zs) at z = zs. The bulk part of the
periodic structure, which can consist of slanted (olive green), straight walled (red) or
embedded parts (sand brown), is defined by the permittivity function εr(x, y, z).

6.3 Linear and nonlinear optical properties of 2D materials

Understanding the physics of 2DMs is a rather recent endeavour and as such a comprehen-

sive characterisation of their linear and nonlinear optical properties is only emerging. In

particular, a complete knowledge of the frequency dependence of the linear and nonlinear

optical constants is a prerequisite for a rigorous computational description of the optical

response of these materials. Theoretical calculations [12–15] and experimental investiga-

tions [16–18] are beginning to fill in this critical gap, a summary of the results of these

studies being briefly outlined in this section.

6.3.1 Linear optical properties of 2D materials

Since graphene and other 2DMs are physical systems consisting of a single atomic layer,

their electromagnetic properties are conveniently characterised by surface quantities. For

example, in the case of graphene, the optical properties are described by the sheet conduc-

tance (sometimes simply called conductivity), which in the random phase approximation

and at zero temperature can be expressed as [12, 19]:

σs(ω)

σ0
=

4εF
π~

i

ω + iτ−1
+ θ(~ω − 2εF ) +

i

π
ln

∣∣∣∣~ω − 2εF
~ω + 2εF

∣∣∣∣ . (6.1)
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Figure 6.2: Dispersion of the complex sheet conductance σs(ω) of graphene in the interband and

intraband wavelength range.

Here, σ0 = e2/(4~) = 6.0853× 10−5 A V−1 is the universal dynamic conductivity of

graphene, e denotes the elementary charge, εF the Fermi level, ~ the reduced Planck con-

stant, τ the relaxation time and θ(·) is the Heaviside step function. The values for the Fermi

level and relaxation time used throughout this chapter are εF = 0.6 eV and τ = 0.25 ps/2π,

respectively. The dispersion of σs(ω) for graphene is shown in Fig. 6.2.

The sheet conductance contains the intraband (Drude) contribution, described by the

first term in the r.h.s. of Eq. (6.1), and the interband component given by the next two terms.

A more complete model valid at finite temperature can be used (see Refs. [19, 20]); how-

ever, the model described by Eq. (6.1) already captures the main features of the graphene’s

conductivity, most notable being the possibility of tuning σs(ω) by changing the Fermi level

via chemical doping or applying a gate voltage.

In many numerical methods pertaining to computational electromagnetics it is more

convenient to work with bulk rather than surface quantities and therefore one often intro-

duces bulk equivalents of the surface quantities. In particular, instead of the sheet conduc-

tance, σs, one uses a bulk conductivity, σb = σs/heff , where heff is the effective thickness

of the 2DM. This approach can oftentimes create confusion due to the ambiguity contained

in the definition of the thickness of an atomic monolayer. Moreover, the electromagnetic

properties of 2DM can alternatively be described by the electric permittivity, ε, which is

related to the optical conductivity σb via the following relation:

ε(ω) = ε0

(
1 +

iσb
ε0ω

)
= ε0

(
1 +

iσs
ε0ωheff

)
. (6.2)

In the case of TMDC monolayer materials, their relative electric permittivity, εr(ω) =

ε(ω)/ε0, can be described as a superposition of N Lorentzian functions:

εr(ω) = 1 +

N∑
k=1

fk
ω2
k − ω2 − iωγk

= 1 +

N∑
k=1

fEk
E2
k − E2 − iEγEk

(6.3)
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WS2 WSe2 MoS2 MoSe2

heff 6.18 Å 6.49 Å 6.15 Å 6.46 Å ||
|||k Ek(eV) fEk (eV2) γEk (eV) Ek fEk γEk Ek fEk γEk Ek fEk γEk

1 2.009 1.928 0.032 1.654 0.557 0.036 1.866 0.752 0.045 1.548 0.648 0.043||
2 2.204 0.197 0.250 2.426 5.683 0.243 2.005 1.883 0.097 1.751 1.302 0.097
3 2.198 0.176 0.161 2.062 1.036 0.115 2.862 36.89 0.383 2.151 4.621 0.537
4 2.407 0.142 0.112 2.887 16.11 0.344 2.275 10.00 1.000 2.609 37.40 0.582
5 2.400 2.980 0.167 2.200 1.500 0.300 3.745 100.0 0.533 3.959 121.4 0.896
6 2.595 0.540 0.213 2.600 1.500 0.300 - -
7 2.644 0.050 0.171 3.800 70.00 0.700 - -
8 2.831 12.60 0.266 5.000 80.00 0.700 - -
9 3.056 8.765 0.240 - - -

10 3.577 29.99 1.196 - - -
11 5.078 49.99 1.900 - - -
12 5.594 79.99 2.510 - - -

Table 6.1: Model parameters for the relative permittivity of four TMDC monolayer materials in
the multi-Lorentzian dispersion relation defined by Eq. (6.3). The oscillator strength,
fEk = ~2fk, the spectral resonance energy,Ek = ~ωk, and the spectral width, γEk = ~γk,
of the k-th oscillator are given in eV2, eV, and eV,respectively.

where fk, ωk, and γk are the oscillator strength, the resonance frequency, and the spectral

width of the k-th oscillator, respectively. The values of the model parameters for the four

considered TMDC monolayers were determined by fitting Eq. (6.3) to the experimental data

provided in Ref. [16] and are presented in Table 6.1 in terms of fEk = ~2fk, Ek = ~ωk, and

γEk = ~γk. Note that the permittivity given by Eq. (6.3) fulfils the Kramers-Kronig relation;

however, the numerical fitting is less accurate for E = ~ω > 3.1 eV, i.e. λ < 0.4 µm, due

to the limited range of the available experimental data.

The spectra of Re (σs(ω)), a physical quantity related to the optical absorption in

the material, and Im (σs(ω)) are depicted in Fig. 6.3(a) and 6.3(b), receptively. For each

TMDC, Re (σs(ω)) exhibits spectral peaks at wavelengths specific to the particular mate-

rial: the absorption peaks of Re (σs(ω)) with highest and second highest wavelength for

each material (shown for MoSe2 as A and B, respectively) correspond to low-energy in-

terband transitions at the K(K ′)-point of the first Brillouin zone due to splitting of the

valence-band by spin-orbit coupling, whereas peaks at lower wavelengths correspond to
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Figure 6.3: Frequency dependence of the real (a) and imaginary (b) parts of the sheet conductance
σs(ω) of several TMDC monolayer materials, respectively.
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higher energy interband transitions [16].

6.3.2 Nonlinear optical properties of 2D materials

The lattices of graphene and TMDC monolayers belong to different space symmetry groups,

which means that each class of 2DM requires a separate treatment. The graphene lattice be-

longs to the D6h point group, as illustrated in Fig. 6.4, which means that graphene is a cen-

trosymmetric material and thus SHG is a forbidden nonlinear optical process. On the other

hand, THG is an allowed, particularly strong process in graphene [14, 18], which makes it a

suitable material for nonlinear optical applications. By contrast, TMDC monolayers belong

to the D3h point group [21] so that in this case SHG is the lowest-order nonlinear optical

process.

The nonlinear optical response of graphene can be described by using the nonlinear

optical conductivity tensor, σ(3)
s , which relates the nonlinear surface current density, jnl, and

the electric field, E, at the fundamental frequency. Thus, if the graphene sheet is assumed

to lie in the (x, y)-plane at z=0, the nonlinear current density, Jnl, can be written as:

Jnl(r)= jnl(rt)δ(z), (6.4)

where rt is the position vector lying in the graphene plane. Then, the nonlinear surface

current density can be written as:

jnl
α (rt)=σ(3)

s,αEα(rt)|Et(rt)|2, (6.5)

where Et is the electric field component lying in the plane of graphene. In this descrip-

y

xz
(armchair)

(zig-zag)

Graphene: D6h TMDC: D3h

carbon transition metal chalcogene-pair

Figure 6.4: Schematic of the molecular structures of graphene (point group D6h, left) and the
TMDC monolayer (point group D3h, right). The hexagonal lattice of graphene is cen-
trosymmetric and thus SHG is forbidden. By contrast, the lattice of TMDC monolayers
is non-centrosymmetric and as such SHG is allowed.
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tion [14], the nonlinear current density lies in the plane of graphene and only depends on

the tangential field components. As a result, σ(3)
s,x = σ

(3)
s,y = σ

(3)
s and σ(3)

s,z = 0. A formula

for σ(3)
s , derived under the assumptions that electron-electron and electron-phonon scatter-

ing as well as thermal effects can be neglected, has been recently derived in Ref. [14] and

reads:

σ(3)
s (ω) =

iσ0(~vF e)2

48π(~ω)4
T

(
~ω
2εF

)
, (6.6)

In this equation, derived using perturbation theory, T (x) = 17G(x)−64G(2x)+45G(3x),

G(x) = ln

∣∣∣∣1 + x

1− x

∣∣∣∣+ iπθ(|x| − 1),

and vF = 3a0γ0/(2~) ≈ c/300 is the Fermi velocity, with a0 = 1.42 Å being the

nearest-neighbour distance between carbon atoms in graphene and γ0 = 2.7 eV the nearest-

neighbour coupling constant. Figure 6.5(a) depicts σ(3)
s (ω) and additionally highlights the

lowest spectral peak at λ = 1.033 µm in the inset of the figure.

Similarly to the linear case, one can introduce a “bulk” nonlinear conductivity, σ(3)
b =

σ
(3)
s /heff . This nonlinear conductivity is particularly useful in experimental investigations

of nonlinear optics of graphene because it is related to an effective bulk third-order nonlinear

susceptibility,χ(3)
b , the physical quantity that is usually measured experimentally. Using the

fact that for harmonic fields Jnl(r) = −iωPnl(r), where Pnl(r) is the complex coefficient

of nonlinear polarisation, one can easily see that

χ
(3)
b =

i

ε0Ωt
σ

(3)
b =

i

ε0Ωtheff
σ(3)
s , (6.7)

where Ωt = 3ω1 is the frequency at the third-harmonic, with ω1 being the fundamental

frequency.
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Figure 6.5: a) Real and imaginary part of the third order surface conductivity of graphene, σ(3)
s .

b) Spectral dependence of the effective bulk quadratic nonlinear susceptibility |χ(2)
b | of

three TMDC monolayer materials and the value of the dominant component of χ(2)
b,xyz

for GaAs, given for reference.
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In contrast to graphene, TMDC monolayers are non-centrosymmetric (see Fig. 6.4)

and therefore SHG is allowed [22, 23]. Based on the symmetry properties of their point

group, D3h, it can be shown that the structure of their quadratically nonlinear susceptibility

tensor, χ(2)
b , yields only one independent, non-vanishing component [15, 22, 24].

χ
(2)
b,0 := χ

(2)
b,xxx = −χ(2)

b,xyy = −χ(2)
b,yxy = −χ(2)

b,yyx, (6.8)

where x is the armchair direction of the monolayer and y the orthogonal zig-zag-direction.

The nonlinear surface conductivity tensor, σ(2), has the same structure and is connected

with the nonlinear susceptibility via a relation similar to Eq. (6.7):

σ(2)
s = −iε0Ωsheffχ

(2)
b , (6.9)

where Ωs = 2ω1 is the second-harmonic frequency.

Numerical values for the effective thickness of the four TMDC monolayer materials

are taken from Ref. [16] and are presented in Table 6.1. Although the tensorial structure

expressed in Eq. (6.8) already qualitatively determines the nonlinear surface current,

jnl
α (rt) =

∑
β,γ=x,y,z

σ
(2)
s,αβγEβ(rt)Eγ(rt), (6.10)

the numerical value of χ(2)
b,0 (and hence that of σ(2)

s ) is of practical importance. Reliable

values over a small spectral range exist for WS2 [15], MoS2 [24, 25], and WSe2 [26] and

are depicted in Fig. 6.5(b). Despite these materials consisting of just a single atomic layer,

the largest values of χ(2)
b = 1140 pm V−1, χ(2)

b = 132 pm V−1, and χ(2)
b = 67 pm V−1,

respectively, have similar magnitude as that of GaAs, χ(2)
b,xyz = 740 pm V−1, a medium

with strong bulk quadratic susceptibility [23, 27].

It is also instructive to compare the strength of the SHG in TMDC monolayer materials

to that of noble metals, as in both cases the SH is generated largely in a single atomic

layer. To this end, a surface quadratic nonlinear susceptibility tensor, χ(2)
s = heffχ

(2)
b is

introduced. This is then compared to the surface quadratic nonlinear susceptibility tensor

of Au and Ag. The highest value of χ(2)
s of WS2 is χ(2)

s = 7× 10−19 m2 V−1 and is hence

comparable to the dominant tensor component, χ(2)
s,⊥⊥⊥, for Ag and Au, i.e. χ

(2)
s,⊥⊥⊥ =

1.59× 10−18 m2 V−1 and χ(2)
s,⊥⊥⊥ = 1.35× 10−18 m2 V−1 [28], respectively.

6.4 Mathematical description of frequency generation in peri-
odically patterned 2D materials

This section will extend the RCWA to the case of nonlinear optical interaction of light with

periodic structures consisting of 2DMs embedded in dielectric or metallic patterned media.
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Nonlinear optical effects in the bulk-part of periodic structures are not considered here but

will be treated in Chapter 7. Moreover, there are numerical formulations of the RCWA to

accurately calculate these bulk-nonlinear optical effects that are compatible [29–31] to the

proposed method here.

To this end, the undepleted pump approximation will be used as a means to introduce

the nonlinear optical interactions in the governing Maxwell equations. Then, a modified

boundary condition for interfaces incorporating conductive, potentially nonlinear 2DMs,

is considered and a numerically stable S-matrix algorithm for propagation of nonlinear

fields generated by the monolayers of 2DMs in multilayered periodic structures is derived

to complete the proposed algorithm. Importantly, the thickness of the 2DMs does not enter

in our numerical method, thus removing an ambiguity present in other numerical methods

currently used to describe these materials [4–6].

6.4.1 Optical harmonic generation in the undepleted pump approximation

This section introduces the physical and mathematical model for multi-frequency, nonlinear

optical interaction in the so-called undepleted pump approximation. For a more complete

description of this approach we refer the reader to Ref. [23]. To this end, assume that the real

electric field, E(r, t), as a function of position, r, and time, t, is composed of contributions

of NF + 1 monochromatic components with pairwise different optical frequencies, ωn,

n = 0, . . . ,NF , i.e.

E(r, t) =
1

2

NF∑
n=0

E(ωn)(r) exp(−iωnt) + c.c., (6.11)

where E(ωn)(r) is the complex amplitude of the wave with frequency, ωn, and c.c. denotes

the complex conjugate of the preceding expression. The fields with frequencies ωn, n =

1, . . . ,NF , are assumed to be excitation (pump) fields, whereas the field at Ω := ω0 is a

higher-harmonic, nonlinearly generated field. This nonlinear optical field depends on the

specific nonlinear optical process under investigation. Similar expressions are assumed for

the other electromagnetic quantities. Particularly, the polarisation P(r, t) is then expressed

as:

P(r, t) =
1

2

NF∑
n=0

P(ωn)(E; r) exp(−iωnt) + c.c., (6.12)

where P(ωn)(E; r) encodes a – possibly nonlinear – functional relation between the total,

time dependant field E and the polarisation with ωn-harmonic time dependence at posi-

tion r.

In most situations of practical interest, depending on particular physical conditions,
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only certain nonlinear polarisations are generated with significant strength. Moreover, in

the case of strong excitation fields or when the induced nonlinear polarisations are weak,

the following assumption can be made:

P(ωn)(E; r) = P(ωn)(E(ωn); r) = ε0χ
(1)(r;ωn)E(ωn)(r).

This means that the polarisations at the frequencies of the pump fields, ωn, n = 1, . . . ,NF ,

are solely determined by the corresponding linear optical susceptibility, χ(1)(ωn), of the

optical medium and the electric field at frequency ωn. The polarisation at the nonlinear

frequency, Ω, however, consists of both the linear polarisation at Ω, which is proportional

to the nonlinear field, E(Ω)(r), and a nonlinear polarisation P(nl,Ω)(E(ωn 6=0); r), which can

incorporate the electric field from all pump fields with frequencies ωn, n > 0:

P(Ω)(E; r) = ε0χ
(1)(Ω)E(Ω)(r) + P(nl,Ω)(E(ωn 6=0); r). (6.13)

Under this assumption, the optical fields at the pump frequencies, ω1, . . . ,ωNF , are not

altered, or in a narrower sense, depleted by the nonlinear processes, hence this assumption

is called the undepleted pump approximation. The particular form of the nonlinear polar-

isation, P(nl,Ω)(E(ωn 6=0); r) depends on the nonlinear process under consideration, such as

sum- or difference-frequency generation, and second- or third-harmonic generation. Spe-

cific expressions for P(nl,Ω)(E(ωn 6=0); r) have been given in the previous section for 2DMs.

The algorithmic appeal of this approximation is the possibility to obtain a general,

one-way coupled calculation scheme, which only requires the solution of NF homoge-

neous linear optical problems and one affine linear problem with electrical sources. In

particular, the numerical algorithm consists of the following steps: In the step, i) (linear

calculations) one calculates the fields E(ωn) for the pump frequencies, ωn, n = 1, . . . ,NF .

In the second step, ii) (polarisation evaluation) one evaluates the nonlinear polarisation,

P(nl,Ω)(E(ωn 6=0); r), for the particular nonlinear process under consideration. Finally, in the

third step iii), (nonlinear calculation), one calculates the generated nonlinear electric field,

E(Ω).

Given this generic three-step algorithm, the remaining part of this section will describe

the numerical implementation of the computational steps i) and iii) for the particular case of

higher-harmonic generation in multilayered periodic structures, which contain periodically

patterned monolayers of 2DMs that can exhibit quadratic or cubic optical nonlinearity.

6.4.2 RCWA: modal expression for fields in bulk periodic regions

The main result that is necessary for the incorporation of nonlinear 2DMs into RCWA is that

the solutions in each of the bulk layers are given by a modal expansion: For each frequency

component ω = ωn, n = 0, . . . ,NF , the electric field E(ω) is given as a superposition
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of modes, where each mode profile itself is given as a Fourier series. This was derived

in Section 3.4 and the main result is repeated here, where the superscript (ω) is dropped,

because the description of the modal form of the electromagnetic fields is independent of

whether a pump or generated frequency is considered.

The electromagnetic fields in each layer, denoted with superscript “L“, are expressed in

a linear combination of upward- and downward-propagating modes with coefficients c(L,±)
m ,

where superscripts “+” and “−” refer to upward and downward propagation, respectively.

Each mode is fully described by its complex propagation constant, ν(L,±)
m , which determines

the z-dependence, and the z-independent Fourier series coefficientsE(L,m,±)
α,n andH(L,m,±)

α,n ,

for α = x, y, z. These coefficients determine the transverse profile of mode m via the

Fourier series reconstruction operator, R (·), from Eq. (3.20).

This Fourier series reconstruction of the total electric and magnetic fields are hence

expressed by:

E(L)
α (x, y, z) = R

(
[E(L)

α (z)]
)

(x, y), (6.14a)

H(L)
α (x, y, z) = R

(
[H(L)

α (z)]
)

(x, y), (6.14b)

with(
[E

(L)
α (z)]

[H
(L)
α (z)]

)
=

[
E(L,+)
α E(L,−)

α

H(L,+)
α H(L,−)

α

][
V(L,+)(z) 0

0 V(L,−)(z)

](
c(L,+)

c(L,−)

)
. (6.15)

Here, the m-th column of E(L,±)
α and H(L,±)

α is the vector of Fourier coefficients [E
(L,m,±)
α ]

and [H
(L,m,±)
α ], respectively, of theα-component of them-th mode. The propagation matrix

V(L,±)(z) is diagonal with entries V(L,±)
mm (z) = exp

(
ik0ν

(L,±)
m (z − z(L,∓))

)
, where z(L,±)

is the bottom/top z-coordinate of layer L. This means that the electromagnetic fields in each

layer are fully determined by their coefficients c(L,±).

6.4.3 Modelling 2D materials via RCWA by means of boundary conditions

The optical response of 2DMs can chiefly be described in two different ways. One direct

approach in RCWA and other numerical methods is to model the monolayer material as a

periodic, very thin film, similar to the layers in which the periodic bulk components are

decomposed. To this end, a physical effective thickness heff of the 2DM under considera-

tion has to be chosen as well as its permittivity. This is a rather questionable and inefficient

approach, for three main reasons. First, the choice of heff is somewhat ambiguous, both

because the thickness of an atomic monolayer does not have a clear meaning in the classical

physics context and due to the fact that the experimentally measured value of this thickness

varies considerably for all 2DMs. Second, this approach suffers from numerical artefacts

and slow convergence, as reported in recent works [8, 11]. This is understandable as the
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thickness of the monolayer is much smaller than the optical wavelength, heff � λ. Fi-

nally, it is computationally costly to find RCWA modes of the 2DMs since this requires the

numerical solution of an eigenvalue problem, see Section 3.4.

An alternative procedure for describing sheets of structured 2DMs is introduced in this

chapter and consists of modelling such 2DM-sheets by means of a surface conductance,

which enters the algorithm via the electromagnetic boundary conditions between adjacent

bulk layers. Thus, consider the schematic of the multilayer structure in Fig. 6.6(a). At

a horizontal plane with z = zs, which is located between two adjacent bulk layers, the

following relations of the tangential E and H fields in the top region (superscript A) and

the bottom region (superscript B) have to be fulfilled [32]:

n̂×
(
E(ω,A)(x, y, zs)−E(ω,B)(x, y, zs)

)
= 0, (6.16a)

n̂×
(
H(ω,A)(x, y, zs)−H(ω,B)(x, y, zs)

)
= j(ω)(x, y), (6.16b)

where n̂ = (0, 0, 1) denotes the unit vector normal to the horizontal plane, pointing towards

region A. The first of these equations expresses the continuity of the tangential components

of E at the interface. The second equation warrants further discussion. Thus, in the presence

of a 2DM at z = zs, the tangential component of H is discontinuous, its variation across the

i-th interface being given by the surface current, j(ω)(x, y) = j(ω,lin)(x, y) + j(ω,nl)(x, y).

c-

b)

a+~

c+

e- e+

a- a+

b- b+

s- s+

Λ

ϵ Bϵ B ϵ B′

ϵ Aϵ A ϵ A'

𝝈s

z

…
…

zs

ϵ E ϵ E'

…

ϵ E ϵ E′

a)

SM

SC

cover

substrate

SBS

SAB

b
±~

s-~

c)

a+~

c+

e+

a+

s+

SM

SC

SABS

s-~

c-

d)

c+

e- e+

s- s+

SC

SMABS

c-

e-

a-

s-
eff

eff

s-
eff

~

e+
eff

~

Figure 6.6: a) Schematic of a multilayer structure located between cover and substrate containing
a 2DM sheet with surface conductance σs, the neighbouring layers A and B, and the
evaluation layer, E, in which the electromagnetic field is to be determined. b) Linear
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In particular, the total surface current contains a linear component given by,

j(ω,lin)(x, y) = σ(ω)
s (x, y)E(ω,s)(x, y), (6.17)

and a nonlinear surface current, j(ω,nl)(x, y). The linear surface current depends only on the

electric field at the interface, E(ω,s)(x, y, zs), at the same frequency, ω, and the distribution

of the sheet conductivity at the interface. The nonlinear surface current, on the other hand,

is assumed to be non-vanishing only at the frequency ω = ω0 and generally depends on the

electric field at all the other frequencies, ω = ωn, n = 1 . . . ,NF .

One can easily see that j(ω)(x, y) is a pseudo-periodic function of the x- and y-

coordinate, hence it is determined by its Fourier coefficient vector, [j(ω)]. Special attention

is, however, necessary when one calculates the Fourier coefficients of the linear current,

[j(ω,lin)], as in the real space it is given by a product of two periodic functions, σ(ω)
s (x, y)

and E(ω,s)(x, y). This issue is another occurrence of the Fourier factorisation problem

Section 3.3.3 and it must be addressed appropriately to obtain high accuracy and fast con-

vergence of the proposed method here as it relies on Fourier series representation of the EM

solution [33–36].

To find the correct factorisation rule for Eq. (6.17), the continuity properties of the two

factors in the r.h.s. of this equation as well as that of the product have to be investigated.

To this end, consider Fig. 6.7, which depicts the z = zs plane that comprises a surface

conductivity, σ(ω)
s (x, y) = χ2DM(x, y)σs(ω). Hereby, χ2DM(x, y) denotes the characteris-

tic function of the 2DM distribution and σs(ω) is the sheet conductance of the 2DM, e.g.

Eq. (6.1) for graphene. At each point, r̃, of the 1D boundary Γ of the 2DM, a local coordi-

nate system is introduced and defined by the orthonormal vectors tn, tt, and ez , where tn

and tt are the in-plane unit vectors normal and tangential to the 1D contour, Γ, respectively,

at the point r̃ and ez is the unit vector along the z-axis. One can assume that the sheet

conductance function is smooth along the tt direction, yet it is discontinuous along the tn
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Figure 6.7: a) Cross-section of the periodic structure through the plane z = zs containing the 2DM
distribution χ2DM(x, y) with the boundary contour, Γ, showing a unit cell and the local
coordinate system at a generic location, r̃. b) Local coordinate system at r̃. c) Qualita-
tive behaviour of the surface quantities E(i)

tn
and j(ω,lin)

tn
= σ

(ω)
s E

(ω,s)
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direction, as per Fig. 6.7(b). The continuity relation, Eq. (6.16a), of the tangential electric

field at z = zs allows one to define a tangential surface field, E(ω,s)
tn

(x, y), as the limit of

the volumetric electric fields, E(ω)
tn

(x, y, z), from either side of the z = zs plane:

E
(ω,s)
tn

(x, y) := lim
z→zs

E
(ω)
tn

(x, y, z). (6.18)

The electromagnetic near-field in the vicinity of such a conductive sheet can be calcu-

lated analytically [37] and the main results relevant to this work is summarised here: i) The

tn-component of the surface current vanishes at r̃ as

lim
ρ→0+

j
(ω,lin)
tn

(r̃− ρtn) = lim
ρ→0+

C
√
kρeikρ = 0. (6.19)

Since j(ω,lin)
tn

(r̃ + ρtn) = 0 for ρ > 0, j(ω,lin)
tn

(r̃) is continuous around r̃. ii) The tn-

component of the surface field, E(ω,s)
tn

(r̃), is discontinuous at r̃. More specifically,

lim
ρ→0+

E
(ω,s)
tn

(r̃− ρtn) = 0, (6.20)

that is E(ω,s)
tn

(r̃) inside the 2DM vanishes near the boundary, whereas it diverges when

approaching the interface from outside the 2DM,

lim
ρ→0+

E
(ω,s)
tn

(r̃ + ρtn) = lim
ρ→0+

C(kρ)−1/2 =∞. (6.21)

Finally, iii) the in-plane tangential component E(ω,s)
tt

(r̃) of the interfacial electric field is

continuous and bounded at r̃. Findings i) and ii) are schematically depicted in Fig. 6.7(c).

These results imply that j(ω,lin)
tn

(x, y) is a continuous function but both factors,

σ
(ω)
s (x, y) and E(ω,s)

tn
(x, y), in Eq. (6.17) are discontinuous. Therefore, Laurent’s prod-

uct rule (Theorem I in Section 3.3.3) cannot be applied, as it would result in spurious field

oscillations near the contour Γ and slow convergence of the algorithm. The inverse rule

(Theorem III in Section 3.3.3) is also not applicable, as the first factor, σ(ω)
s (x, y), vanishes

at some regions of the unit cell, outside of the areas occupied by the 2DM. To overcome

this problem, a small but non-zero surface conductivity, σs,add 6= 0, is added at the interface

regions where there is no 2DM with non-vanishing conductivity. As a result, this modified

sheet conductance distribution in the unit cell is defined as:

σ̃(ω)
s (x, y) := χ2DM(x, y)σs(ω) + [1− χ2DM(x, y)]σs,add. (6.22)

As we have seen in Section 6.3.1, σs(ω) is a function of frequency and can vary by

orders of magnitude. Therefore, it is natural to scale the additional conductivity, σs,add,
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relative to the absolute value of the physical conductivity of the 2DM:

σs,add(ω, η) = −iη|σs(ω)|, (6.23)

where η is a small proportionality constant. This choice ensures in addition that σs,add is

a negative imaginary quantity, so that one does not introduce artificial losses in the system

but only a vanishingly small phase change at the interface. However small this effect is,

it introduces an error and hence its quantitative contribution to the optical response of the

photonic structure must be investigated. The influence of σs,add, and implicitly that of

η, on the calculated near- and far-fields by the proposed method will be investigated in

Section 6.5.

An alternative justification of the nonzero conductivity model presented here can be

provided by the application of Ampere’s law for a loop around the interface, an approach

that has been recently introduced elsewhere [8, 11]. This alternative model also amounts to

using a modified conductivity at the interface similar to that in Eq. (6.22).

In order to complete the derivation of the correct Fourier factorisation of the surface

current defined by Eq. (6.17) for σ̃(ω)
s (x, y) 6= 0, let N(x, y) denote a normal vector field,

namely a vector field that is normal to the 1D contour Γ at any point of the interface and

is continuously extended into the regions away from Γ. This can be done analytically for

certain cross sections and ways to automatically generate a NVF for arbitrary cross-sections

have been discussed already in Section 5.3.2.

This allows one to express the factorisation of [j(ω,lin)] in terms of the conductivity

distribution coefficients,
r
σ̃

(ω)
s

z
and

r
1/σ̃

(ω)
s

z
, and tangential field coefficients, [E(ω,s)], in

such a way that the normal tn-component of j(ω,lin)(x, y) is decomposed using the inverse

rule, and its tangential tt-component is decomposed using the regular product rule:

[j(lin)
α ] =

∑
β=x,y

∆Nα,β[E
(ω,s)
β ], (6.24)

where the conductivity difference matrix is given by

∆Nαβ = δαβ

r
σ̃(ω)

z
+

1

2
JNαNβK

(r
1/σ̃(ω)

s

z−1
−

r
σ̃(ω)
s

z)
+

1

2

(r
1/σ̃(ω)

s

z−1
−

r
σ̃(ω)
s

z)
JNαNβK. (6.25)

This procedure is analogous to the normal vector field factorisation approach for the dis-

placement field in the regular RCWA for bulk materials given in Section 3.3.5.3. It should

be noted that the fast Fourier factorisation by zig-zag approximation, Section 3.3.5.1, for

linear interaction of light with 2D materials has been derived in Ref. [11].
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The calculation of j
(ω0,nl)
tn

(x, y) as a function of E requires the electric near-field dis-

tribution at the interface, which is difficult to calculate accurately in the RCWA, even when

the correct Fourier factorisation rules are employed, as we have seen in Chapter 4 and was

noted earlier in Refs. [38–40]. The main insight into the accuracy of near-field calculations

is that RCWA relies on the accurate description of continuous quantities, as they can be

readily expanded in Fourier series. This can be exploited to achieve an accurate interface-

field description: knowing that the tt-component of the interface electric field, E
(ω,s)
tt

, is

continuous, it is convenient to evaluate this component directly by Fourier series recon-

struction. Since, however, its tn-component is discontinuous (and in fact singular), it can

only be poorly represented by its Fourier series, so that the reconstructed field E(ω,s) will

experience unphysical oscillations and the Gibbs phenomenon.

A more well-behaved quantity is the surface current, which is continuous and hence

easily described by its Fourier series. With the definition of the Fourier coefficients of the

vectorial normal surface current and tangential surface fields as

[E
(ω,s)
tt

] =
q
I−NNT

y
[E

(s)
t ], (6.26a)

[j
(ω)
tn

] =
1

2

(q
NNT

yr
1/σ̃(ω)

s

z−1
+

r
1/σ̃(ω)

s

z−1q
NNT

y)
[E

(ω,s)
t ], (6.26b)

one obtains the reconstructed field at the interface as:

E
(ω,s)
t (x, y) = R

(
[E

(ω,s)
tt

]
)

(x, y) + R
(

[j
(ω)
tn

]
)

(x, y)/σs(ω). (6.27)

Here, all Fourier series represent functions continuous at the in-plane boundaries of the

2DM. The fact that this approach only allows a reconstruction of the near-field at the 2DM

structure, where χ2DMσs 6= 0, is not particularly concerning since the nonlinear surface

current is a priori nonvanishing there only.

6.4.4 Inhomogeneous S-matrix formalism

The last section revisited the modal expansion of the EM fields everywhere in and around the

grating structure and cast them in a concise matrix form Eq. (6.15). It remains to determine

the coefficients c± in every computational layer to obtain the EM fields. This is achieved

by fulfilling the EM boundary conditions Eq. (6.16b) between all computational layers and

will be cast in a flexible inhomogeneous S-matrix formalism, which is introduced now.

To this end, consider again the multilayer structure and the computational variables

defining the corresponding electromagnetic field schematically illustrated in Figs. 6.6(a)

and 6.6(b), respectively. The optical structure consists of exactly one 2DM-sheet at z = zs,

defined by its distribution of conductivity, and an arbitrary number of bulk layers, defined

by their respective electrical permittivity distribution and identified by their superscript.
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Three of the layers are of particular interest, namely the two computational layers directly

enclosing the 2DM-sheet, identified by “A“ and “B“, and the evaluation layer, “E“, which

can be any computational bulk layer in the grating structure. Additionally, “C“ and “S“

identify the cover and substrate layers, respectively. These capital letters are used to identify

the mode-shape matrices, E(L,±)
α and H(L,±)

α , and the propagation matrix, V(L,±)(z), in each

layer, L ∈ {A,B,E,C,S}. The vector of mode coefficients in each layer, L, is denoted by

the respective bold lower-case letter, a±, b±, e±, c±, and s±.

At each of the pump frequencies, plane wave incidence is assumed, i.e. the incoming

cover and substrate coefficients, c− and s+, respectively, are given and at least one of their

entries is non-vanishing. At the generated frequency, no field is assumed to be incident,

hence s− = c+ = 0. Moreover, the higher-harmonic optical field is generated due to the

nonlinear surface current j(ω,nl)(x, y). With this set-up, the goal of the remaining derivation

is to determine the mode coefficients, e±, in the evaluation layer, E. Since the layer E was

chosen arbitrarily, this suffices to determine the mode coefficients, and hence the EM fields

in any layer.

Since the fields in layers A and B are expressed in their Fourier Series according to

Eq. (6.14), the boundary conditions Eq. (6.16) can be expressed in terms of the Fourier

series coefficients of the fields and read:

[E
(A)
t (zs)] = [E

(B)
t (zs)], (6.28a)

[H
(A)
t (zs)]− [H

(B)
t (zs)] = [δH

(s)
t ]. (6.28b)

Hereby, δH(s)
t = (jy,−jx)T denotes the variation of the tangential components of H across

the surface at z = zs and the superscript, ω, is dropped to simplify the notation.

The fields [E
(A)
t (zs)] and [H

(A)
t (zs)] can be expressed in terms of their mode coeffi-

cients a± and b± via Eq. (6.15). This same procedure is performed with the linear surface

current according to the factorisation rule Eq. (6.24), which relies on the tangential field at

z = zs. Due to the continuity of the tangential surface field, in principle, the values from

either sideA orB, or their average could be taken, as they are all equal. The latter is chosen

here, thus yielding [E
(s)
t ] = ([E

(A)
t (zs)] + [E

(B)
t (zs)])/2.

Using the factorisation rule given in Eq. (6.25), one obtains for the α-component of

the linear surface current:

[j(lin)
α ] =

1

2

∑
β=x,y

∆Nαβ ×
{[

E(A,+)
β E(B,−)

β

] [V(A,+)(zs) 0

0 V(B,−)(zs)

](
a+

b−

)
(6.29)

+
[
E(A,−)
β E(B,+)

β

] [V(A,−)(zs) 0

0 V(B,+)(zs)

](
a−

b+

)}
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Defining the block matrix G(L,±)
t for layers A and B as

G(L,±)
t =

1

2

[
+∆NyxE(L,±)

x + ∆NyyE(L,±)
y

−∆NxxE(L,±)
x −∆NxyE(L,±)

y

]
, (6.30)

the surface variation [δH
(s)
t ] is found to be:

[δH
(s)
t ] = [δH

(s,nl)
t ] +

[
G(A,+)

t G(B,−)
t

] [V(A,+)(zs) 0

0 V(B,−)(zs)

](
a+

b−

)
(6.31)

+
[

G(A,−)
t G(B,+)

t

] [V(A,−)(zs) 0

0 V(B,+)(zs)

](
a−

b+

)
.

Inserting this equation and Eq. (6.15) into Eq. (6.28), the following matrix relation is de-

rived:

LAB
(

a+

b−

)
=

(
0

[δH
(s,nl)
β ]

)
+ RAB

(
b+

a−

)
, (6.32)

where

LAB=

[
E(A,+)

t −E(B,−)
t

H(A,+)
t + G(A,+)

t −H(B,−)
t −G(B,−)

t

][
V(A,+)(zs) 0

0 V(B,−)(zs)

]
,

RAB=

[
E(B,+)

t −E(A,−)
t

H(B,+)
t + G(B,+)

t −H(A,−)
t −G(A,−)

t

][
V(B,+)(zs) 0

0 V(A,−)(zs)

]
.

Here, E(L,±)
t =

[
E(L,±)
x ; E(L,±)

y

]
denotes the 2N0 × 2N0 matrix of all tangential Fourier

components of the modes in layer L. Note that the vectors of Fourier coefficient have

already been arranged in a way suitable for the S-matrix formalism, which is explained in

what follows.

By multiplying from the left both sides of Eq. (6.32) with the inverse of the matrix LAB ,

the Fourier coefficients of the outgoing modes, a+ and b−, can be determined in terms of

the coefficients of the incoming modes, a− and b+, and the nonlinear surface current:(
a+

b−

)
=
(

LAB
)−1

{(
0

[δH
(s,nl)
t ]

)
+ RAB

(
b+

a−

)}

=

(
ã+

b̃−

)
+ SAB

(
b+

a−

)
=

(
ã+

b̃−

)
+

(
a+

b
−

)
, (6.33)

where SAB =
(

LAB
)−1

RAB is the scattering matrix (S-matrix) of the interface system.



6.4. Frequency generation in periodically patterned 2D materials 139

This equation shows that the outgoing coefficients are comprised of two different parts: a+

and b
−

are the contributions to the total coefficients, a+ and b−, respectively, given by

linear diffraction at the interface of the incident modes described by the coefficients a− and

b+, whereas ã+ and b̃− are the contributions of the nonlinear surface current to the total

coefficients a+ and b−, respectively, and only enter if the generated frequency ω = ω0 is

considered.

If the considered structure only consists of cover, substrate, and one periodically pat-

terned 2DM sheet, Eq. (6.33) is sufficient to fully describe its optical response. In mul-

tilayer structures, however, the contributions of the S-matrices of different layers and in-

terfaces have to be properly incorporated. For each of the pump frequencies, the near and

far-field coefficients can be determined by the same S-matrix formalism as described in

Section 3.5.2 and Section 5.3.3, respectively, where the modified S-matrix Eq. (6.33) is

used for all 2DM sheets between two periodic bulk layers.

Thus, consider three layers, A, B, and S, with coefficients a±, b±, and s±, respec-

tively, depicted in Fig. 6.6(b). Here, it is assumed that the S-matrix, which connects the

mode coefficients in layers B and S, is known and full fills the relation(
b+

s−

)
= SBS

(
b−

s+

)
+

(
b̃+

s̃−

)
. (6.34)

Combining this equation and Eq. (6.33), one determines the scattering matrix relation be-

tween the top and bottom coefficients, a± and s±, respectively, by eliminating the coeffi-

cients b±: (
a+

s−

)
= SABS

(
s+

a−

)
+ TABC

(
b̃+

b̃−

)
+

(
ã+

s̃−

)
, (6.35)

where the combined S-matrix, SABS = SAB⊗SBC , is given by the Redheffer star-product

Eq. (3.66). The four N0 ×N0 sub-blocks of the combined matrix TABS are expressed as:

TABS11 = SAB12

(
I− SBC11 SAB22

)−1
, (6.36a)

TABS12 = SAB12

(
I− SBS11 SAB22

)−1
SBS11 , (6.36b)

TABS21 = SBS21

(
I− SAB22 SBS11

)−1
SAB22 , (6.36c)

TABS22 = SBS21

(
I− SAB22 SBS11

)−1
. (6.36d)

These are found by straightforward matrix calculations, where one of the intermediate steps
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yields the coefficients of the middle layer, B:

b− =
(

I− SAB22 SBS11

)−1
×
[
SAB21 a− + SAB22 SBS12 s+ + b̃− + SAB22 b̃+

]
, (6.37a)

b+ =
(

I− SBS11 SAB22

)−1
×
[
SBS11 SAB21 a− + SBS12 s+ + SBS11 b̃− + b̃+

]
(6.37b)

expressed solely in terms of incoming and known coefficients a−, s+, and c̃±.

Note that the term

TABS
(

b̃+

b̃−

)
+

(
ã+

s̃−

)
=:

(
ã+

eff

s̃−eff

)
(6.38)

in Eq. (6.35) can be interpreted as the effective coefficients of the modes that are radiated

by the combined multilayer-interface system, ABS. More specifically, this term accounts

for the linear propagation of the internally radiated modes at the generated frequency, with

coefficients b̃±, in bulk layer B and it accounts for linear optical interaction (reflection,

transmission, and absorption) with the 2DM located at the AB-interface or the BS-layer-

interface system.

Equipped with these matrix-vector relations, the calculation of all solution coefficients

at the generated frequency can be completed. In order to evaluate the mode coefficients

e± in the evaluation layer E, one calculates the combined S-matrix, SC , of all layers and

interfaces above the evaluation layer E, and the combined S-matrix, SM , of all interfaces

and layers between the evaluation layer E and up to but excluding the 2DM sheet. This is

depicted in Fig. 6.6(c). Note that this procedure allows for SC , SM or SBS to be equal to

I⊗ = [0, I; I, 0], i.e. the evaluation layer can be any layer above the nonlinear 2DM-sheet,

which itself can be located at any interface, including just above the substrate.

Under these circumstances, the governing S-matrix relations read as follows:(
c+

e−

)
= SC

(
c−

e+

)
, (6.39a)

(
e+

a−

)
= SM

(
e−

a+

)
, (6.39b)

(
a+

s−

)
= SABS

(
a−

s+

)
+

(
ã+

eff

s̃−eff

)
. (6.39c)

By applying Eq. (6.35) to the matrix relations for SM and SABS , one obtains SMABS =

SM ⊗SABS and effective affine coefficients, ẽ+
eff := TMABS

11 ã+
eff and s̃−eff := TMABS

21 ã+
eff +

s̃−eff , as per Eq. (6.38).

The final constellation of the remaining two S-matrices, SC and SMABS , and coef-
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ficients is depicted in Fig. 6.6(d). This situation is analogous to the initial system of S-

matrices SAB (Eq. (6.33)) and SBS Eq. (6.34). Hence, it allows the calculation of the eval-

uation coefficients e± by means of Eq. (6.37), with the following replacements b± → e±,

SAB → SC , SBS → SMABS , a− → 0, s+ → 0, b̃− → 0, and ã+ → ẽ+
eff , yielding

e− =
(

I− SC22S
MABS
11

)−1
SC22ẽ

+
eff , (6.40)

e+ =
(

I− SMABS
11 SC22

)−1
ẽ+

eff (6.41)

The treatment of an evaluation layer below the nonlinear layer can be performed in a

similar manner. Moreover, if the structure contains more than one nonlinear 2DM sheet, the

algorithm just described can be repeated independently for each interface where nonlinear

2DM is located and then sum the individually obtained solution coefficients. It should be

noted that in addition to the nonlinear optical response of the 2DMs the linear scattering

effects at the interfaces are naturally incorporated in our algorithm. This overall approach

to linear and nonlinear light scattering in layered photonic structures containing 2DMs is

possible because of the affine linearity of the total system in the undepleted pump approxi-

mation.

The mathematical formulation of the RCWA for 2D materials was implemented in

a separate MATLAB [41] program and is not integrated in OmniSim RCWA. However,

similar software design principles as were described in Chapter 5 have been applied for this

secondary implementation, and special care was taken in order to ensure the correctness and

validation of this software tool.

6.5 Validation of the numerical method and convergence analy-
sis

This section is concerned with the validation of the presented numerical method by con-

sidering a series of test cases and analysis of its convergence characteristics. Both 1D- and

2D-periodic structures made of graphene with cubic nonlinearity are considered. No sep-

arate test case for the TMDC monolayers is shown here, because they are less challenging

than graphene from a computational pint of view: TMDCs are poorly conductive and do

not influence the EM fields as strongly as graphene does. Both EM near- and far-field quan-

tities have to be considered to assess the stability and convergence of a modal method as

was found in Ref. [40]. To characterise the far-field, the optical absorption A in the grating

is used at the FF, as its numerical value is given by A = (I − R − T )/I , where I , R, and

T denote the incident, reflected, and transmitted power, respectively. At the TH, the total

radiation, R′ + T ′, is chosen as a far-field quantity suitable to validate the method, where

R′ and T ′ denote the intensity at the TH radiated in direction of reflection and transmission,
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Figure 6.8: Generic structures for convergence analysis: a) 1D periodic array of graphene ribbons
with period, Λ, and width, w. b) 2D array circular graphene disks with radius, r, and
periods Λ1 = Λ2 = Λ.

respectively.

6.5.1 One-dimensional binary graphene gratings

As a first example of a periodic diffraction grating containing nonlinear 2DMs, consider

the 1D periodic array of graphene ribbons depicted in Fig. 6.8(a), sandwiched in-between

homogeneous cover and substrate materials with electric permittivity, εc = 3 and εs = 4,

respectively. The period of the grating is Λ = 8 µm and the spacing between adjacent

ribbons is Λ−w = Λ/2 = 4 µm. The incident light is normally impinging onto this binary

graphene grating and is TM-polarised.

Three different variations of the proposed algorithm are compared here to showcase the

necessity and benefit of the model with additional conductivity Eq. (6.22). i) Use a nonzero

additional conductivity σs,add = −iη|σs(ω)| and apply the correct Fourier factorisation

Eq. (6.24). ii) Do not use the additional conductivity (σs,add = 0) and only use the product

factorisation rule for Eq. (6.17), i.e. use an incorrect factorisation rule. iii) Assume a

finite thickness of the 2DM, heff = 0.33 nm, i.e. model the 2DM-sheet it a periodic bulk

layer with relative permittivity εr = 1 + iσs/(ε0ωheff). This can be done in any RCWA

implementation. It should be stressed, however, that this is computationally more costly

as it involves the determination of the RCWA modes in the bulk layer representing the

2DM. Additionally, to validate the results, numerical results from Ref. [8] are included as a

comparison.

The linear absorption spectra calculated using a moderate number of harmonics, N =

100, are show in Fig. 6.9. The device absorption presents a broad resonance peak with

maximum of about 18.5 % at the wavelength, λ = 80 µm, with negligible absorption being

observed at both short and long wavelengths. The results obtained using the algorithm

with added conductivity with η = 10−5 shows very good agreement with those found

using conventional bulk RCWA calculations and with the results taken from Ref. [8]. The

model without additional conductivity slightly overestimates the absorption in the region
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Figure 6.9: Linear absorption spectrum obtained by using the model without additional conductiv-
ity (solid line), by using the model with σs,add(10−5) (dashed line), using conventional
RCWA with heff = 0.33 nm (dashed-dotted line) and results from Ref. [8] (green cir-
cles).

λ & 70 µm.

Keeping in mind that the additional sheet conductance, σs,add(η) = −iη|σs(ω)|, has

been introduced somewhat artificially to facilitate the application of the correct (inverse)

factorisation rule, the influence of σs,add(η) on the accuracy of the computed results needs

to be carefully investigated. The asymptotic behaviour of both near- and far-field physi-

cal quantities are suitable tools for performing this analysis. Thus, the dependence of the

absorption at λ = 18.5 µm on N and η, was determined and is depicted in Fig. 6.10(a).

Among other things, this figure shows that the convergence with respect to N is faster for

larger η. This dependence is not surprising, because the interface containing the structured

graphene sheet becomes more optically homogeneous as η increases, i.e. the description

of 1/σ̃s(x, y) as a Fourier series becomes more accurate. However, this does not prove the

accuracy of the method just yet: σs,add was introduced at a purely mathematical level and as

such it should vanish in physical diffraction gratings. The accuracy of the method is demon-
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Figure 6.10: a) Convergence graph for increasing N and decreasing σs,add(η) using the model with
additional conductivity. b) The dependence of absorption on N , calculated using a
conventional RCWA (dashed-dotted line), the algorithm with σs,add = 0 (solid line),
and the algorithm with added conductivity, σs,add = σs,add(10−5) (dashed line).
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strated by the fact that as η → 0, convergence of the absorption is reached; for example, as

η → 0 the maximum absorption converges to A = 18.63 % for increasing value of N .

Figure 6.10(b) contrasts the convergence characteristics of the three algorithms that

were just described.As it can be seen in this figure, all three approaches converge to the

same value but, importantly, the convergence speed in the case of finite added conductivity

is the fastest among the three cases. It is also instructive to remark that the slowest con-

vergence is observed in the case of zero conductivity, an added drawback in this case being

the oscillatory dependence of the absorption on N , which confirms that this formulation is

incorrect as was theoretically argued in Section 6.4.3.
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Figure 6.11: a), b) Electric field component Ex around the graphene ribbon calculated forN = 100
and the fields at the surface of the graphene ribbon corresponding to the improper
(coloured lines) and correct (black lines) field evaluation, respectively. In both cases,
σs,add = 0. c), d) The same quantities as in a) and b), respectively, but determined
for σs,add = σs,add(10−5). Only a part of the left half of the unit cell, defined by
x ∈ [−4µm, 0], is shown, as the results are symmetric in x and rather featureless far
away from the graphene ribbon located at |x| < 2 µm.

The spatial profile of the electric near-field deserves special attention as well because

it reveals new important features pertaining to the convergence of the numerical method. To

illustrate this idea, the x-component of the electric field for the cases in which σs,add = 0
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and when the conductivity is finite, σs,add = σs,add(10−5), are shown in Figs. 6.11(a) and

6.11(c), respectively. The operating wavelength is λ = 33 µm and N = 100 harmonics in

both cases. In these plots, the boundary of the graphene ribbon is located at x = −2 µm.

It can be seen from these plots that without additional conductivity the field exhibits very

strong, unphysical oscillations near the boundary of the graphene ribbons at i.e.atz = zs =

0, which spread over the whole unit cell along the x-direction. The spatial frequency of

these oscillations is equal to the highest spatial discretisation frequency, namely to 2πN/Λ.

In the case of finite σs,add, on the other hand, there are no such spurious field oscillations

outside graphene regions and only weak oscillations are seen inside graphene regions, as

per Fig. 6.11(c) where η = 10−5. In both cases, these field oscillations only occur very

close to the interface where the 2DM is located and can merely be observed at distances

|z− zs| ' 5 nm. These oscillations are due to the fact that the Fourier series decomposition

does not resolve the singularity of the electric field at the edges of the graphene ribbons, as

was discussed in Section 6.4.3.

One of the aims of the accurate near-field formulation introduced in Eq. (6.26) is to

overcome this shortcoming of Fourier series decompositions and thus to allow the accu-

rate field evaluation exactly at the location of the 2DM monolayers, i.e. at z = zs. To

illustrate how this is achieved here, Figs. 6.11(b) and 6.11(d) depict the interface field,

E
(i)
x (x, y, z = zi), for the cases in which σs,add = 0 and when the conductivity is finite,

σs,add = σs,add(10−5), respectively. Without using an added conductivity, the improper

field evaluation R
(

[E
(i)
x ]
)

(x, y) of the surface field leads to a strongly oscillatory spatial

dependence, which in addition changes significantly with N , as shown by the blue and red

lines in Fig. 6.11(b) for N = 25 and N = 100, respectively. By contrast, the interface field

obtained by using Eq. (6.26) with J1/σ̃sK−1 replaced by Jσ̃sK displays hardly any oscilla-

tions, as per the black lines in this figure, yet it does not vanish at the edge of the graphene

ribbon as required by the theoretical analysis presented in Section 6.4.3. These remaining

oscillations are merely due to the incorrect factorisation rule and not due to the unresolved

singularity of the field.

This description changes significantly if one uses a small, finite value for σs,add, see

Fig. 6.11(d). The improper evaluation using a finite value for σs,add yields a smooth

field outside the graphene region (|x| > 2 µm), but still suffers from oscillations in the

graphene region (|x| ≤ 2 µm) and does not vanish at the boundary of the graphene ribbon

(|x| = 2 µm), as required. Finally, the correct evaluation of the surface field and surface

current given by Eqs. Eq. (6.26) vanishes at |x| = 2 µm, is free of spurious oscillations, and

converges rapidly with N .

Because the nonlinear polarisations generated in the photonic structures here are de-

termined by the optical near-field at the location of the 2DMs, it has to be stressed that an
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Figure 6.12: a) Nonlinear radiation spectrum for N = 50 (dashed lines) and N = 200 (solid lines)
calculated using the improper field evaluation (blue lines) and correct field evaluation
(black lines) at the FF. b) Intensity of TH radiation at λTH = 22 µm vs. N determined
for different values of added conductivity σs,add. c), d) Intensity of TH radiation at
λTH = 11 µm and λTH = 22 µm, respectively, vs. N determined using improper field
evaluation (blue lines) and correct field evaluation (black lines) at the FF. In both cases
σs,add = σs,add(10−5).

accurate evaluation of these near-fields is a crucial prerequisite to a rigorous description of

the nonlinear optical response of these structures. As was just shown, this can be achieved

by using the correct Fourier factorisation Eq. (6.24) in the model with finite conductivity

and the correct field evaluation Eq. (6.26).

The total intensity of radiated TH is considered as a first quantity characterizing the

nonlinear optical response of the graphene grating and the corresponding computational

results are summarised in Fig. 6.12. Thus, Fig. 6.12(a) depicts the total radiated power

at the TH, determined for the case of finite added conductivity, σs,add(10−5), and number

of harmonics, N = 50 and N = 200. The nonlinear source current given by Eq. (6.5)

was calculated using either the improperly evaluated interface field, E(i), or the correctly

calculated interface field, Ẽ(i). Interestingly, in the wavelength range λTH < 15 µm, both

calculation methods yield qualitatively similar spectra. For longer wavelengths, however,

results differ considerably and in fact only the results obtained using the Ẽ(i) field converge.

Before investigating in more detail this behaviour, consider first the convergence char-
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Figure 6.13: a) Third-harmonic near-field around a graphene ribbon determined using the improp-
erly evaluated interface field at the FF, E(i)

x , to calculate the nonlinear polarisation,
Pnl. b) The same as in a) but using the correctly evaluated field at the FF, Ẽ(i)

x , to
compute Pnl.

acteristics of the far-field at the TH with respect to the value of the added conductivity,

σs,add. The main features of this dependence, illustrated by the data plotted in Fig. 6.12(b),

which corresponds to λTH = 22 µm, are similar to those observed in the case of linear cal-

culations. More specifically, the larger σs,add is the faster self-convergence with respect to

N is observed and the computational results converge for vanishingly small σs,add.

The difference in convergence behaviour for increasing N of the two approaches used

to evaluate the surface field is illustrated in Figs. 6.12(c) and 6.12(d), for two representative

wavelengths, λTH = 11 µm and λTH = 22 µm, respectively. These figures show that

the correct field evaluation leads to rapid convergence at both wavelengths, whereas the

improper approach yields slow and oscillatory convergence at λTH = 11 µm and completely

fails to converge at λTH = 22 µm.

The electromagnetic near-field, E(Ω), at the TH wavelength, λTH = 11 µm, deter-

mined using the two algorithmic choices and N = 100 spatial harmonics, is plotted in

Fig. 6.13. Thus, the TH Ex field derived from the nonlinear source polarisation, Pnl(E(i)),

comprising the incorrectly evaluated field at the FF, E(i), is completely swamped by un-

physical oscillations, i.e. numerical artefacts, at the interface where the graphene ribbon

is located, as per Fig. 6.13(a). On the other hand, the x-component of the TH electric

field, E(Ω)
x , which has the nonlinear polarisation Pnl(Ẽ(i)) as its source, shows almost no

oscillatory behaviour and thus has the expected spatial profile, as shown in Fig. 6.13(b).

Only further away from the interface, some agreement between the data in Figs. 6.13(a) and

6.13(b) can be observed.

The faster convergence, the less spurious near-fields at both FF and TH, combined with

the expected electric field dependence at the graphene boundaries allow us to conclude that

the properly evaluated field, Ẽ(i), at the FF yields the correct results at the TH, whereas the

TH optical response obtained using the improperly evaluated field, E(i), at the FF is plagued
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by numerical artefacts and unphysical behaviour.

6.5.2 Two-dimensional graphene diffraction gratings

Let us now consider 2D diffraction gratings that contain 2DMs, namely the periodically

arranged graphene disks depicted in Fig. 6.8(b). Let the two periods be the same, Λ1 =

Λ2 = Λ = 250 nm and the diameter of the graphene disks be 2r = 175 nm = 0.7Λ. For

the sake of simplicity the incoming light is normally impinging onto the grating, the cover

and substrate media being air (εc = 1) and glass (εs = 2.0852), respectively.

The absorption spectrum for x-polarised light, calculated for N = 10, 15, 20, and 25

harmonics, is presented in Fig. 6.14(a). All results are obtained using the finite conductivity

model defined by Eq. (6.22), the scaling parameter being η = 10−3. The zero-conductivity

model or the improper interface field evaluation yield highly oscillatory near-field profiles

at FF and TH and fail to deliver converging TH far-field results. Thus, it can be seen that

the spectra calculated using different values of N agree well and exhibit similar features.

In particular, all spectra show a series of resonances whose amplitude and spectral width

increase with the wavelength. Figure 6.14(b) depicts the dependence of the intensity of the

total radiated TH from the array of graphene disks, R′N , on the number of harmonics, N .

The nonlinear radiation spectra corresponding to the largest values N = 25 and N = 20
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Figure 6.14: a), b) Linear absorption and intensity of TH radiation spectra calculated using a finite
added conductivity, σs,add = σs,add(10−3), and number of harmonics N = 10, 15,
20, and 25.
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already show good agreement, which suggests that convergence has been achieved.

The self-convergence of linear calculations is investigated in more detail, the main

conclusions being summarised in Fig. 6.15(a). This investigation is performed at the wave-

lengths of the first three absorption resonances, that is λ = 11.09 µm, λ = 5.081 µm, and

λ = 3.925 µm. Setting as converged values the results obtained by using a large number

of harmonics, N = 40, specifically A∗ = A40, the relative self-error corresponding to a

number of harmonics, N , is then defined as:

eN (A) =
AN −A∗

A∗
. (6.42)

This self-error function can be used as a reliable measure of the convergence of the method

as long as the value of N for which the reference absorption is defined is chosen to be

sufficiently large.

At all three resonance wavelengths, relative errors of eN (A) ≈ 1 % are achieved for

N ≥ 35. It should be noted that in terms of computational effort, using N2D = 35 in 2D

simulations is comparable to usingN1D = 2520 in 1D simulations. Moreover, the accuracy

of the 2D simulation with N2D = 35 is still correlated to and limited by the highest spatial

frequency, 2πN2D/Λ.
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To asses the convergence of the TH simulations more rigorously, the relative error,

eN (R′), of the TH radiation intensity, R′N , for a given number of harmonics N , which is

defined similarly to eN (A) in Eq. (6.42) with R′∗ = R′40, is depicted in Fig. 6.15(b). A

relative self error of eN (R′) ≈ 2% can be achieved at N = 35 for all three resonance wave-

lengths. Note also that the intensity of the TH radiation varies over six orders of magnitude

and has maxima at the locations of the spectral resonances of the linear absorption, as per

Fig. 6.14(a).

Graphene is a lossy conductor in the spectral range considered and therefore allows the

excitation of surface waves [4, 6, 19]. This is the case with each of the absorption maxima

seen in the linear spectrum, as illustrated by Figs. 6.16(a)–6.16(c). Thus, they show the

dominant field component, |Ex|, of the linear electric field at the first three resonance wave-

lengths, λ = 11.09 µm in Fig. 6.16(a), λ = 5.081 µm in Fig. 6.16(b), and λ = 3.925 µm in

Fig. 6.16(c). These field profiles exhibit distinct mode shapes with one, three and five max-

ima, which demonstrates that the corresponding resonances represent the first three plasmon

modes of the graphene disks.

Strongly enhanced and largely confined optical field resulting from the excitation of lo-

calised plasmon modes gives rise to enhanced THG. This fact is supported by the field pro-

files plotted in the bottom panels of Fig. 6.16, where the dominant electric field component

at the TH, |Ex|, is shown. Indeed, regions of strong field enhancement can be seen, with

field profiles with three, seven, and eleven maxima being observed at λTH = 11.09 µm/3

in Fig. 6.16(d), λTH = 5.081 µm/3 in Fig. 6.16(e), and λTH = 3.925 µm/3 in Fig. 6.16(f),

respectively.

6.6 Diffraction in nonlinear gratings containing 2D materials
In this section the linear and nonlinear optical response of diffraction gratings incorporating

TMDC monolayer materials or graphene is investigated and the application of the inhomo-

geneous S-matrix formulation introduced in Section 6.4.4 is illustrated in several specific

cases.

Throughout this section, the intensity of the incident beam is chosen to be I0 =

1012 W m−2, which is a moderately high peak intensity generated by a pulsed laser. Chang-

ing the incident intensity in the undepleted pump approximation does not alter the numerical

results at any of the incident frequencies, n = 1, . . . ,NF ; however, it substantially changes

the magnitude of the electromagnetic field at the generated frequency, n = 0. More specif-

ically, for SHG and THG the intensity of the generated waves behaves as ISH ∝ I2
0 and

ITH ∝ I3
0 , respectively, and as such they can increase to significant values. A problem that

might arise in the undepleted pump approximation is that if the intensity of the generated

waves becomes comparable to the intensity of the incident wave, the use of this approxi-

mation would become questionable. This is not the case in most practical situations and
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at the surface of a graphene disk for the resonance wavelengths, from left to right,
λFF = 11.09 µm, λFF = 5.081 µm, and λFF = 3.925 µm. The number of harmonics
used in the simulations was N = 40 at the FF and N = 30 at the TH.

certainly not the case here, as can be seen by the intensity of generated optical fields in the

examples hereafter.

6.6.1 SHG from TMDC monolayer ribbons

To begin with, a 1D binary TMDC grating placed on top of a glass substrate with εs = 1.44

is considered. Its period is Λ = 100 nm and the filling factor is 0.9. An x-polarised plane

wave is normally incident onto the grating and a spectral range of 0.4 µm to 4 µm for the

incident wavelength λ is considered. The computations were performed using N = 200

harmonics and an added sheet conductance of σs,add = −i10−5|σs(ω)|, the results being

presented in Fig. 6.17. The convergence of these calculations has been assured as diligently

as for the binary graphene diffraction gratings discussed in Section 6.5.1.

The plots presented in Fig. 6.17(a) reveal that the linear absorption spectra are primar-

ily determined by the linear material properties σs(ω) of the TMDC materials. The absence

of any additional resonant features in the spectra has two main reasons: the dielectric na-

ture of the TMDCs does not allow the formation of plasmons, as in the case of graphene,

whereas the vanishingly small thickness of the TMDC monolayers precludes the existence

of geometric, Mie-type resonances. These explanations are supported also by the fact that

linear and nonlinear spectra are qualitatively similar if one varies the grating period and the

feature size of the TMDC ribbons.

In order to obtain the SH radiation of the 2DM grating, the nonlinear conductivity,

σ(2), from Section 6.3.2 was used. Since no values of σ(2) for MoSe2 were available, the

nonlinear optical response of the grating was determined only in the case of three TMDC
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materials, WS2, MoS2, and WSe2. As the calculations showed that there is no resonant

field enhancement at the TMDC ribbons at the FF, no strong enhancement of generated

SH is expected. The nonlinear SH radiation spectra presented in Fig. 6.17(b) suggest that

indeed the intensity of radiated SH closely follows the magnitude of σ(2), as can be found

by comparison with the plots in Fig. 6.5(b). The maximal intensity of generated SH is

ISH = 2× 10−9I0, rendering valid the undepleted pump approximation.

6.6.2 Enhancement of the nonlinear efficiency for TMDC monolayers on a
slab waveguide

Since TMDC monolayers themselves do not possess optical modes, a different approach

to achieve enhanced nonlinear optical interactions in these 2D materials is used. Thus,

a TMDC monolayer is combined with a bulk structure that possesses waveguide modes

whose excitation leads to strong local field enhancement. A very effective structure for

this purpose is a periodically patterned slab waveguide, covered by a TMDC monolayer, as

depicted in Fig. 6.18(a). Dielectric slab waveguides exhibit very narrow spectral features,

due to the resonant excitation of guiding slab modes, a phenomenon that can be used to

enhance linear and nonlinear optical response of specific devices [42–44].

The waveguide structure under consideration consists of a slab of height, h, placed

between a monolayer WS2 and substrate with relative permittivity εs = 1.462 (index of

refraction, ns = 1.46). The 2DM monolayer is adjacent to the cover region, which is

assumed to be vacuum, εc = 1. The slab itself is periodically patterned, that is it consists of

alternating regions with permittivity εr = 4 (n = 2) and ε′r = 3.24 (n′ = 1.8) with a period
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The SH radiation spectra for the ribbons made of WS2, MoS2, and WSe2.
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Λ = 400 nm. This particular choice of parameters was inspired by Ref. [42].

For now, consider the unperturbed waveguide consisting of a material with relative

permittivity ε̄r = (εr + ε′r)/2. A slab waveguide supports optical guided modes and their

excitation strongly affects its reflective and transmissive characteristics. A mode of order ν

with in-plane propagation constant βν can be excited, when the in-plane wavenumber, k‖, of

an incident wave coincides with βν . This is not possible for a homogeneous waveguide due

to the particular dispersion properties of k‖ and βν , but can be achieved if the waveguide

permittivity is periodically modulated, as illustrated in Fig. 6.18(a). This periodic perturba-

tion effectively folds the propagation constant βν into the first Brillouin-zone of the k-space

of the modes of the periodic waveguide and enables phase matching between k‖ and βν , i.e.

the excitation of the mode ν (see also Ref. [43] and Eq. (2.43) in Section 2.6.1). It should

be stressed that, albeit less effectively, free-space photons couple to waveguide modes even

if the periodic slab waveguide is covered by a thin, optically homogeneous layer, such as

a 2DM, because the effective refractive index of the combined structure is periodic in this

case, too.

In what follows, the excitation of modes in the TMDC-waveguide structure for a fixed

height of h = 0.18 µm is demonstrated. Subsequently the height of the slab waveguide is

optimised to obtain maximal generated SH and the interplay of different resonant mecha-

nisms in the combined waveguide-2D material device is investigated which can lead to an
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enhanced nonlinear optical response. Only the monolayer WS2 is considered as covering

2DM slab in this example, because for this TMDC monolayer the dispersion of the nonlin-

ear conductivity, σ(2), is known over the broadest spectral domain. The WS2 monolayer is

oriented such that the arm-chair direction of WS2 is parallel to the x-axis of the structure.

Due to the particular tensorial structure of σ(2), this configuration only yields TM-polarised

SH for a TM-polarised fundamental field.

In order to demonstrate the excitation of a waveguide mode, consider a TM-polarised,

normally incident plane wave in a wavelength range at FF of λ =0.6 µm to 0.67 µm. The

corresponding reflection, transmission, and absorption spectra are depicted in Fig. 6.19(a).

A spectrally narrow increase of the absorption from less than 0.1 to a maximum of 0.45 is

observed at λ = 0.6215 µm. Moreover, the transmission and reflection have their minimum

and maximum at this wavelength, respectively. This is due to the excitation of the TM0

waveguide mode, as can be confirmed by the inspection of the electric near-field profile in

Fig. 6.19(b): |Ex| has maxima at the top and bottom of the slab waveguide, which also

implies a maximum of |Hy| at the centre of the waveguide, as one expects to see for a TM0

waveguide mode (not shown here). Another local maximum of the absorption can be seen

at λ = 0.645 µm and is due to one of the exciton absorption peaks of monolayer WS2 [c.f.

Fig. 6.3(a)].

The enhancement of the fundamental field at the top of the waveguide, where the WS2-

monolayer is located, yields a strongly increased SH radiation with a maximal value of

ISH = 4× 10−6I0, as shown in Fig. 6.19(c). Comparison of the radiation spectra for

different waveguide heights, h = 165 nm, h = 180 nm, and h = 195 nm, already shows

the large sensitivity of the spectral location of waveguide modes to changing height. This is

the basis for the parameter study in the remainder of this section. Before that, let us inspect

the electric near-field at the SH wavelength, λSH = 0.3107 µm, presented in Fig. 6.19(d).

This profile is markedly different from that of the linear near-field, namely it is spatially

more inhomogeneous and has a different distribution of local minima and maxima. Finally,

it should be pointed out that the absorption peak at λ = 0.645 µm does no translate to a

notable increase of SH radiation, which is similar to the findings reported in Section 6.6.1.

The remainder of this section explores the interplay among different resonant mech-

anisms in the combined waveguide-2DM structure that lead to enhanced nonlinear optical

response and investigate how one can exploit them to increase the generated SH radiation

from this photonic device. To this end, TM-polarised incident light in a wavelength range

at the FF of 0.2 µm to 0.7 µm is considered and simulations for waveguide height values

ranging from 50 nm to 300 nm, using N = 25 orders, are performed. The results of the

fundamental frequency calculations are shown in Fig. 6.20 in terms of the reflection spectra,

and will be discussed now. The nonlinear part of the device study is summarised in Fig. 6.21
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SH wavelength, λSH = 0.311 µm, for h = 180 nm.

in terms of its outgoing radiation at the SH and will be investigated subsequently.

The linear optical characteristics of the TMDC-covered waveguide determined for dif-

ferent heights are depicted as a 2D map of reflectivity values. This 2D map of reflection

spectra exhibits a smooth dependence on λ and h with minimal and maximal values of

R = 4.9× 10−6 and R = 0.5428, respectively, except when one of several mechanisms

leads to resonant enhancement of the reflectivity. i) The most evident and spectrally broadest

features are due to the Fabry-Perot interference mechanism, which yields maximal (mini-

mal) reflectivity if the multiple reflections inside the slab waveguide are in (out-of) phase

[45]. These Fabry-Perot resonances appear in the reflectivity map as spectrally broad vari-

ations from reflection minima to maxima. ii) The second kind of spectral feature is due to

the resonant increase of intrinsic optical absorption of WS2, which occurs at wavelengths

at which excitons are generated in the WS2 monolayer. The strongest of these absorp-

tion peaks is at λ = 0.645 µm. Their spectral location is determined by the dispersion of

Re (σs(ω)), given in Fig. 6.3(a), and is largely independent of the electromagnetic environ-

ment and hence does not depend on h. The intrinsic optical absorption mostly increases the

absorption in the combined waveguide-2DM device, but also leads to increasing reflection

and decreasing transmission, as was already shown for h = 180 nm around λ = 0.65 µm
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in Fig. 6.19(a). iii) The third kind of resonance is due to the excitation of TMν waveguide

modes and manifests itself as a spectrally narrow and steep variation of the reflectivity of the

device. A detailed analysis of the resonant excitation of the TM0 mode for h = 180 nm and

λ = 0.6215 µm was already presented in relation to Figs. 6.19. By varying the waveguide

height and wavelength, the excitation of the TM1 and TM2 modes was found, too.

As the map in Fig. 6.20 suggests, there is a mutual interaction among resonances of

the TMDC-covered waveguide, giving rise to several interesting phenomena. First, one can

observe the generation of Fano resonances, which generally result from the interference

between a discrete state and a broad continuum and are characterised by an asymmetric

spectral profile [46–48]. Fano resonances arise via different scenarios in the considered

structure, most notably due to the interference of the TM0 waveguide mode (the discrete

state) and the Fabry-Perot resonance (the broad continuum). For example, for a device

height of h = 180 nm and for increasing wavelengths around λ = 0.62 µm, the reflec-

tion decreases to a minimum value of R = 0.01, then steeply increases to R = 0.33, as

shown in Fig. 6.19(a). Similar behaviour can be observed when TM1 and TM2 waveg-

uide modes are excited. The absorption and transmission spectra exhibit similar features,

but the spectral asymmetry, a characteristic feature of Fano resonances, is not as well pro-

nounced in these cases. Hence, only the reflection is shown here. The second phenomenon

revealed by Fig. 6.19(a) is the crossing of the TM0 waveguide mode with the spectrally

highest exciton absorption peak of monolayer WS2. In particular, the two resonances ex-
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Figure 6.20: Map of the linear reflection spectra for increasing waveguide height, h, exhibits res-
onances due to the Fabry-Perot interference, the exciton generation (↓), and the exci-
tation of waveguide resonances (↘). Interaction between the TM0 waveguide mode
and the exciton of WS2 as well as Fano resonances can be observed.
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hibit an anti-crossing behaviour at the wavelength of their strongest interaction, which is a

well-known phenomenon in photonics and other physical systems [49–51].

Having understood the key features of the linear response of the combined waveguide-

2DM optical system, let us now explore its nonlinear optical properties. To this end,

consider Fig. 6.21, which depicts the map of the total radiation emitted at the SH wave-

lengths, λSH, ranging from 0.1 µm to 0.35 µm and for the same values of the waveguide

height as in Fig. 6.20. This intensity varies over almost 6 orders of magnitude, from a

minimum of ISH = 9 W m−2 at h = 300 nm and λSH = 0.228 µm to a maximum of

ISH = 6.3× 106 W m−2 ≈ 6× 10−6I0 for h = 161.5 nm and λSH = 0.306 µm. It ex-

hibits a smooth dependence on the system parameters, except for the excitation of certain

resonances via mechanisms similar to those examined in the linear case.

In general, the nonlinear radiation is affected by two factors, which will be called

inherited and intrinsic effects. Inherited effects are due to the enhancement via certain

mechanisms of the optical field at the FF, at the location of the WS2 monolayer, which

increases the nonlinear source current and consequently the intensity of the generated SH.

Intrinsic effects, on the other hand, are resonant effects at the SH wavelength, which can

also influence the intensity of radiated waves at the SH.

The most important inherited effects leading to the resonant enhancement of the non-

linear radiation, seen in the map plotted in Fig. 6.21, are as follows: i) The inherited Fabry-

Perot reflection minima lead to a moderate increase of the SH over broad wavelength ranges.

ii) The excitation of waveguide modes at the FF leads to particularly strong enhancement of

the fundamental field and yields the highest intensity of SH radiation, most notably when
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Figure 6.21: Map of nonlinear radiation spectra determined for different waveguide height, h.
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the TM0 mode is excited. In particular, SH radiation with intensity ISH > 10−6I0 is con-

sistently achieved when this mode is excited, except for fundamental wavelengths near the

exciton absorption maximum at λ = 0.645 µm. iii) Finally, the interaction of the funda-

mental TM0 mode and the WS2 exciton leads to a reduced enhancement of the fundamental

field, as compared to the case of the sole excitation of the TM0 mode, and results in a

decrease of the SH intensity to ISH = 8.1× 10−8I0.

Amongst the intrinsic effects, two important mechanisms that lead to enhancement

of SH intensity were identified: i) The generated electric field at the SH wavelength acts

as excitation waves for the TMDC monolayer-waveguide system and resonantly excites

waveguide modes existing at the SH, namely the TM0 and TM1 modes. This leads to a

relatively small increase in the SH intensity. ii) The frequency dispersion of the nonlinear

optical conductivity of monolayer WS2 is apparent in the SH spectra: maxima of σ(2)
s ,

which are naturally independent of the waveguide height, h, correspond to maxima in the

SH radiation spectrum. Moreover, the SHG due to the combined inherited TM0 mode and

the intrinsic maximum of σ(2)
s for three values of h is presented in Fig. 6.19(c) and shows

that the two effects constructively add to increase the intensity of the SHG.

Note that the reflection, transmission, and absorption spectra, the nonlinear radiation

spectra, as well as the resonance wavelengths of the slab waveguide were accurately calcu-

lated even for the moderate number of N = 25 harmonics, as was ensured with a conver-

gence check for fixed height h and with the rigorous procedures described in Section 6.5.1.

A total of 385297 simulations for pairs of (h,λ) were performed, where a higher spectral

resolution was used near the resonance wavelengths of the device in order to accurately

resolve the spectrally narrow effect of the waveguide resonances.

6.6.3 Nonlinear interaction between waveguide modes and graphene plas-
mons

The proceeding section combined a 2D material, WS2, which does not support localised op-

tical modes, with a resonant structure consisting of a periodic slab waveguide, and achieved

a strong enhancement of the nonlinear efficiency of the combined device. In this section a

similar approach is taken: the resonant periodic slab waveguide is combined with graphene

nanostructures, which have already been shown to support localised surface plasmon res-

onances, in order to achieve a multiresonant, highly nonlinear photonic device. Thus, the

structure under consideration is schematically depicted in Fig. 6.18(d). It consists of a

periodically patterned slab waveguide with the same optical parameters as the one in the

preceding section, which now is covered by graphene ribbons with width w = 230 nm. Let

us call the three graphene ribbons centred on top of the material with permittivity ε′r and

εr the inner and outer ribbons, respectively, which is natural given the definition of the unit

cell in Fig. 6.18(d). The centre-to-centre distance of the inner ribbons (and outer ribbons) is
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3w = 0.69 µm and the centre-to-centre distance between a inner ribbon to a neighbouring

outer ribbon is 1.37 µm. In this case, the height of the slab waveguide is h = 1.5 µm and

the period is Λ = 5.5 µm.

The small feature size of the graphene ribbons, w = 0.0418Λ, is required to excite

graphene plasmons at moderately small wavelengths, at which waveguide modes exist, too.

This is not a conceptual drawback of this particular structure, but it is computationally

costly to accurately resolve graphene ribbons with very small width. Thus, N = 251

harmonics were used throughout this computational analysis and an additional conductivity

of σs,add(10−3) was introduced.

To fully understand the linear and nonlinear optical response of the graphene-

waveguide structure, let us first investigate two less complex, complementary structures

where the graphene ribbons are located on either the inner or the outer part of the waveg-

uide, as per Figs. 6.18(b) and 6.18(c), respectively, and also the waveguide covered with an

unstructured, uniform graphene sheet, as per Fig. 6.18(a).

The linear absorption spectra for these three variations of the device, determined

for values of the fundamental wavelength ranging from 1 µm to 20 µm, are depicted in

Fig. 6.22(a), where normal incidence and TM-polarisation is assumed. The absorption of

the waveguide with the covering graphene sheet follows a monotonously increasing trend,

upon which alternating, broad local minima and maxima are superimposed. These max-

ima are due to the Fabry-Perot interference and primarily reveal themselves as maxima and

minima of the device reflectivity, also shown in Fig. 6.22(a). The absorption spectra for

the waveguide with graphene ribbons on top of the inner and outer parts of the waveg-

uide exhibit relatively broad spectral peaks due to the excitation of surface plasmons in

the graphene ribbons. Their excitation wavelength chiefly depends on the width of the rib-

bon and the permittivity of the underlying dielectric: the lower refractive index material

(n′ = 1.8) underneath the inner ribbons leads to excitation of plasmons at smaller wave-

length than the wavelength corresponding to the plasmons in the outer ribbons, placed on

top of waveguide sections with higher refractive index (n = 4). In all three devices, the

absorption exhibits additional, spectrally narrow peaks with up to 30% absorption due to

the excitation of optical modes in the slab waveguide grating.

The nonlinear radiation spectra in Fig. 6.22(b) complement these findings. Thus, the

intensity of the TH radiation generated by the unstructured graphene sheet increases with

wavelength and one can observe the effect of Fabry-Perot resonances overlaid on it. More-

over, the local field enhancement due to the excitation of localised surface plasmons in the

inner and outer graphene ribbons leads to increased THG at lower and higher wavelengths,

respectively. The inherited waveguide modes maximise the amount of generated TH radia-

tion, which reaches values of up to ITH = 2× 10−3I0.
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neous graphene sheet. b) The nonlinear radiation spectrum of the same structures as
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the graphene ribbons placed on top of both parts of the waveguide, as per Fig. 6.18(d).

The interplay of these resonant effects in the combined graphene-waveguide structure

with ribbons distributed over the whole area of the waveguide is revealed by the results pre-

sented in Fig. 6.22(c). Note that the abscissa of this figure gives the values of the incoming

wavelength, λ, for the linear reflection, transmission, and absorption spectra and the TH

wavelength, λTH = λ/3, for the intensity of THG. The absorption at the FF displays an

increasing trend in the range of 2 µm to 20 µm; however, there are several spectrally broad

and narrow absorption peaks, which are the manifestation of different phenomena. Thus,
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the narrow resonances are due to the excitation of the TM0 mode of the slab waveguide,

e.g. those at λ = 8.05 µm, λ = 4.4 µm, and λ = 3.14 µm. The electric field, EFF
x , at the

FF, λ = 8.05 µm, shows a strong enhancement at the top of the waveguide region, as per

Fig. 6.23(a, top). Similarly to the TM0 mode shown in Fig. 6.19(b), this field profile has two

maxima over the x-extent of one unit cell of the grating and two maxima along the z-extent

of the waveguide, where the maximum near the top of the waveguide is much larger than the

one at the bottom. This strong fundamental field enhancement increases the absorption to

33% and leads to a strong nonlinear source current, which in turn generates a strong electric

field at the TH, the near-field of which is depicted in Fig. 6.23(a, bottom). This TH field

is mostly localised around the graphene ribbons and has an evanescent nature. The total

intensity of TH radiated into the cover and substrate amounts to ITH = 1.3× 10−3I0.

The excitation of the TM0 mode at λ = 3.14 µm is equally interesting. It appears

both as sharp local maximum in the linear absorption spectrum at λ = 3.14 µm and as

an increase of TH intensity at the TH wavelength λTH = 3.14 µm in Fig. 6.22(c). The

nonlinear electric near-field profile in Fig. 6.23(b, bottom part) confirms the excitation of

this intrinsic nonlinear TM0 mode for λTH = 3.14 µm.

Another reason for increased absorption is the excitation of localised surface plasmons

on the graphene ribbons. In order to illustrate this, let us consider the two absorption peaks

with largest wavelengths, around λ ≈ 14 µm and λ ≈ 7.3 µm. The absorption maximum

with the largest wavelength appears in the linear spectrum as a very broad resonance around

λ ≈ 14 µm, but the electric near-field profiles in the two top panels of Figs. 6.23(c) and

6.23(d) reveal that actually the surface plasmons are excited on the inner and outer graphene

ribbons at slightly different wavelengths, λ = 13.82 µm and λ = 15.17 µm, respectively,

which is explained by the difference in the electromagnetic environment probed by the

corresponding plasmons. The excitation of these surface plasmons can also be seen in

Fig. 6.22(c), as the local maxima labelled by “c” and “d”. Moreover, they can be viewed

directly in the nonlinear far-field radiation spectrum, too, as spectrally separated peaks. As

a consequence of the excitation of localised surface plasmons, the TH near-field shows its

highest values near the inner and outer ribbons at the TH wavelengths, λTH = 13.82 µm/3

and λTH = 15.17 µm/3, as illustrated in the bottom panels of Figs. 6.23(c) and 6.23(d),

respectively.

Similar physics describe the lower-order plasmon corresponding to λ ≈ 7.3 µm. Thus,

by inspecting the profiles of the fundamental near-field in the top panels of Figs. 6.23(e) and

6.23(f), one can see that, correspondingly, a plasmon with three peaks in the field profile is

excited on the inner ribbons at λ = 7.1 µm whereas this same type of plasmon is excited

on the outer ribbons at λ = 7.6 µm. This near-field pattern is in accordance to the surface

plasmon field profiles that were found in Section 6.5.2, Fig. 6.16(b). Moreover, no optical
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coupling between the plasmonic fields near adjacent ribbons could be observed. The spectra

of the TH radiation at the wavelengths λTH = 7.1 µm/3 and λTH = 7.6 µm/3 also exhibits

two local maxima, due to the enhancement of the fundamental field. The number of electric

field maxima near the inner and outer graphene ribbons in the bottom of Figs. 6.23(e) and

6.23(f), respectively, agrees with the 5 field maxima in Fig. 6.16(d).

The two physical mechanisms that lead to the resonant enhancement of the optical

response of the graphene-waveguide structure can partly be observed in the reflection and

transmission spectra at the fundamental wavelength, which mainly exhibit a variation be-

tween minima and maxima due to the Fabry-Perot interference. This pattern is comple-

mented by spectrally very narrow regions of increased reflection and decreased transmis-

sion due to the excitation of waveguide modes. The influence of surface plasmons on the

reflection and transmission is only apparent at the largest excitation wavelengths around

λ ≈ 14 µm, where reflection and transmission are notably increased and decreased, respec-

tively.

6.6.4 Tuning the nonlinear interaction of waveguide modes and graphene
plasmons

An effective way of tuning the characteristics of the light radiated by our nonlinear diffrac-

tion grating is by varying the angle of incidence of the incoming light. Not only will this

showcase the effectiveness of the proposed numerical method in the oblique-incidence con-

figuration, but it will also demonstrate the influence of the angle of incidence on the optical

response of the grating. For example, the interaction of the spectrally narrow TM0 waveg-

uide mode at λ = 8.05 µm with the two broad continua corresponding to the excitation

of graphene plasmons at λ = 7.1 µm and λ = 7.6 µm provides a convenient optical set-

ting for studying a tunable Fano resonance resulting from the interaction between a discrete

state and multiple continua, a phenomenon that has recently been explored in a different

plasmonic structure [52].

In order to investigate the interaction between a waveguide mode and the double ab-

sorption peak, 105747 simulations with N = 251 harmonics have been performed for

increasing angle of incidence, θ, ranging from 0◦ to 20◦ (and constant azimuthal angle

ϕ = 0◦) in the fundamental wavelength range of the second highest plasmon peaks, namely

from 6 µm to 9 µm. Higher spectral resolution was employed near the waveguide resonance

wavelengths of the slab waveguide.

The resulting absorption map is shown in Fig. 6.24. The spectrum for θ = 0◦ is the

same as in Fig. 6.22(c) and shows two broad maxima of A ≈ 6× 10−3, due to the exci-

tation of surface plasmons, and a sharp maximum of A = 0.33 due to the excitation of

the TM0 waveguide mode at λTM0 = 8.05 µm. Increasing the incident angle, θ, leaves

the spectral location of the plasmon excitation unchanged; however, the spectral location
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of the waveguide mode resonance varies. For θ > 0, the TM0 mode is excited at two

wavelengths, λTMl
0(θ) < λTM0 and λTMr

0(θ) > λTM0 . Their separation from λTM0 in-

creases with θ and a more effective excitation on the left branch of the TM0 mode can be

seen as compared to the right branch. For θ = 4.96◦ and θ = 10.71◦ the wavelengths of

the mode, λTMl
0(10.71◦) = 7.1 µm and λTMl

0(4.96◦) = 7.6 µm, coincide with the cen-

tral wavelength of the plasmon absorption peaks of the inner and outer ribbons, yielding

absorption of A = 0.331 and A = 0.238, respectively.

Along the TM0 band, i.e. the path of excitation of the TM0 mode in the (λ, θ)-space,

strong enhancement of conversion efficiency due to inherited effect of this mode can be

observed in Fig. 6.25. The simultaneous excitation of waveguide modes and graphene plas-

mons yields strong THG, with intensities of ITH = 5.85× 10−5I0 at λTH = 2.37 µm and

θ = 10.71◦ and ITH = 3.89× 10−4I0 at λTH = 2.53 µm and θ = 4.96◦. However, the

strongest TH intensity of ITH = 0.0537I0 is generated at λTH = 2.42 µm and θ = 9◦,

namely where the intrinsic TM1 band crosses the inherited TM0 band. The increase of the

conversion efficiency due to sole excitation of the intrinsic nonlinear modes is notable, but

orders of magnitude lower than in the case of inherited effects, e.g. the same intrinsic TM1

mode away from the simultaneous resonance, at λTH = 2.16 µm and θ = 20◦, yields TH

radiation of intensity ITH = 7.13× 10−9I0.

Inspection of the bands of the intrinsic modes reveals and additional interesting feature.

Specifically, intrinsic modes of the same order show anti-crossing behaviour, e.g. TM0 at

λTH = 2.75 µm and θ = 14.42◦ or TM1 at λTH = 2.33 µm and θ = 12.25◦, whereas
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bands of different intrinsic modes pass through each other, i.e. TM0 and TM1 at λTH =

2.26 µm and θ = 8.375◦. This crossing of modes of same order occurs when the transverse

component of the incident k vector, k‖, reaches the edge of the first Brillouin zone.

6.7 Conclusions

This chapter derived an accurate formulation of the RCWA method to describe linear and

nonlinear interaction of light with periodically patterned 2D materials. This numerical for-

malism does not depend on the height of a 2D material and is applicable to different 2D

materials, as long as their linear and nonlinear surface conductivities are known. A crucial

ingredient for the accuracy and convergence of this numerical method was the introduction

of small, additional conductivity, which allows the correct solution of the Fourier factorisa-

tion problem and hence the correct numerical handling of 2D materials. A small value of

the added conductivity σs,add(η) yields accurate results when convergence with respect to

the number of harmonics N has been achieved. However, this is computationally costly, as

high N are required. This can be seen as an opportunity to substantially speed up the cal-

culation by using a slightly higher additional conductivity, at the cost of a small introduced

error. The presented method also allows the prediction of the nonlinear optical response of

periodic 2D materials and it was found that correct nonlinear results can only be obtained

with the accurate near-field formulation of RCWA from Chapter 4.

The numerical method was validated by comparing the results to a reference method,
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and subsequently applied to investigate the characteristics of gratings comprising different

2D materials. We found that 2D materials have different linear and nonlinear properties.

Graphene supports surface plasmons and TH radiation due to its conductive nature and

symmetry properties, respectively. The surface plasmons were found to increase linear ab-

sorption and to enhance THG in graphene, which reveals the potential for tuneable THG in

graphene. The TMDC monolayer materials, a different kind of 2D materials, are dielectric

and centrosymmetric, and they were found to not support intrinsic resonances. However,

by coupling a nonresonant TMDC monolayer with a 3D resonant structure, namely a peri-

odically patterned waveguide, a way to increase the nonlinear conversion efficiency of the

TMDC monolayer at selected wavelengths was shown. By combining the already reso-

nant graphene with a similar waveguide structure, the interplay of their resonances, namely

the surface plasmons and the waveguide resonances, was investigated, and the increase of

conversion efficiency due to the excitation of Fano resonances was shown.

In this work, only the 2D materials in the grating have been considered to possess an

optical nonlinearity. A numerical method which allows the calculations of nonlinear effects

in the remaining bulk parts of a grating structure will be presented in the following.
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Chapter 7

Numerical modelling of optical
nonlinearities in periodic structures using
the generalised source method

7.1 Introduction

This chapter introduces a versatile numerical method for modelling the diffraction of light

in periodically patterned photonic structures containing different types of nonlinear opti-

cal materials. The presented approach extends the linear generalised source method [1–3]

to nonlinear optical interactions by incorporating the contribution of nonlinear polarization

sources to the diffracted field in the algorithm. The linear GSM is chosen as a starting plat-

form here because it has proven to be an efficient alternative to the RCWA for the analysis

of one- and two-dimensional (1D, 2D), corrugated, periodic optical structures. Its opti-

mal runtime is of order N0 log(N0), where N0 is the total number of diffraction orders,

as compared to N3
0 for the conventional RCWA. The key ingredients needed to achieve

this remarkable computational efficiency is the use of a matrix-multiplication based itera-

tive method to solve an underlying linear system of coupled integral equations and a fast

Toeplitz matrix-vector multiplication performed by means of a fast Fourier transform. In

addition, its implicit, Green’s function type formulation of Maxwell equations allows for a

natural incorporation of nonlinear source terms, which is the main challenge in computing

the nonlinear response of optical systems.

The remainder of this chapter is organized as follows: in Section 7.2 the general idea

of the nonlinear GSM is presented and the mathematical formulation of SHG in the bulk

of non-centrosymmetric materials, the main nonlinear process under investigation here, is

given. After that, Section 7.3 formally derives the mathematical formulation of the linear

GSM and extends it to nonlinear optical effects. Special attention is put on the proper

discretisation of the underlying equations that allows one to use a fast iterative solver to

achieve high computational efficiency. Then, in Section 7.4, the convergence and runtime
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behaviour of the method are studied and compared with RCWA. The nonlinear GSM is

applied to optimise the radiated second harmonic (SH) by a diffraction grating coupled to a

slab waveguide in Section 7.5 before final conclusions are drawn in Section 7.6.

7.2 Rationale of the nonlinear GSM
The GSM follows a very different approach to the solution of the grating problem as com-

pared to the RCWA. Moreover, because its precise mathematical formulation, which will

be given in Section 7.3, is technically involved, this initial section describes the general

solution approach of the GSM using as an illustrative example SHG in the bulk of non-

centrosymmetric media, which is the main nonlinear process under investigation in this

chapter.

7.2.1 Physical model for second harmonic generation

This derivation considers a quadratically nonlinear optical medium and a time-harmonic

electric field, E(r, t), propagating in the medium at the fundamental frequency, ω0,

E(r, t) = E(r)e−iω0t + c.c., (7.1)

where r and t are the position vector and time, respectively. Through nonlinear interaction

with the optical medium, this field gives rise to a nonlinear source polarization, P(r, t) =

PNL(r) exp(−iΩt)+c.c., which oscillates at the SH frequency, Ω = 2ω0. This polarization

is the source of the electromagnetic field generated at the SH and is related to the excitation

field via the tensor of second-order nonlinear susceptibility, χ(2):

PNL
γ (r) = ε0

∑
α,β

χ
(2)
γαβEα(r)Eβ(r). (7.2)

In this equation and what follows, Greek indices take the values of the Cartesian coordinates

x, y, and z.

Under the undepleted pump approximation, the initially nonlinear problem in the time-

domain is solved in three steps: i) Calculate the field at the FF, ω0; ii) evaluate the nonlinear

polarization generated at the SH via Eq. (7.2); and iii) calculate the field at the SH. The first

and last steps are performed using the linear and nonlinear (extended) versions of the GSM,

respectively.

7.2.2 The GSM for inhomogeneous problems

At both the FF and SH, the electromagnetic field is governed by the electromagnetic wave

equation with a physical source current, Jext(r),

∇×∇×E− ω2µ0εE = iωµ0J
ext, (7.3)
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where for convenience the spatial dependence of the variables has been suppressed and a

generic frequency, ω, has been introduced that takes the values ω = ω0 (ω = Ω) at the FF

(SH). In Eq. (7.3), ε(r) is the spatial distribution of the electric permittivity that defines the

diffraction grating under consideration.

The GSM is a rigorous method for solving Eq. (7.3). It is based on the decomposition

of ε(r), which defines the grating, into a simple background structure with permittivity

εb(r) and the difference structure given by ∆ε(r) = ε(r) − εb(r). The background has to

be chosen such that the linear solution operator Nb characterizing the background structure

problem, namely the operator that associates a source J with the corresponding solution of

Eq. (7.3) with ε = εb, is known. This means that

E = Nb(J) (7.4)

solves Eq. (7.3) for any source Jext = J and ε = εb.

In order to find the fields for an arbitrary permittivity ε(r) one rewrites Eq. (7.3) as

∇×∇×E− ω2µ0εbE = iωµ0

[
Jext + Jgen(E)

]
, (7.5)

where the term Jgen(E) = −iω∆εE, which depends on the solution E itself, is called

generalised source. Using the solution operator this can be rewritten as

E = Nb

(
Jext + Jgen(E)

)
= Nb

(
Jtot(E)

)
(7.6)

with the total source current Jtot(E) = Jext + Jgen(E).

The external source term Jext at the FF is chosen such that the external field, Eext =

Nb(J
ext), is an incident plane wave, although other choices are possible. At the SH the

external source term is given in terms of the nonlinear polarization: Jext = −iΩPNL.

7.3 Derivation of the nonlinear generalised source method
So far, no particular assumptions about the structure under investigation have been made

and thus the formulation Eq. (7.6) is very general and valid for any structure. In order to

devise a numerical algorithm, several assumptions regarding the grating structure need to

be made, and the special case of diffraction gratings is considered here. The derivation of

the linear GSM follows that given in Ref. [2].

To this end, consider the generic 2D periodic, corrugated grating, as depicted in

Fig. 7.1. It consists of the grating region 0 ≤ z ≤ h, with periods Λ1 and Λ2 in the

transverse x and y directions, respectively, and a given permittivity distribution, ε(r), which

is a periodic function of the x and y coordinates and has arbitrary z-dependence. This slab

is sandwiched in-between the cover and substrate, which consist of linear optical materials
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Figure 7.1: Setting for the GSM and close-up of the unit cell of a 2D corrugated grating containing
nonlinear material. The grating is described by ε(r) and χ(2)(r) and is under plane
wave incidence with wavevector k.

with relative permittivity εc and εs, respectively. It is assumed that only the grating region

contains nonlinear material, i.e. χ(2)(r) = 0 if z < 0 or z > h.

Due to its periodicity, the permittivity of the structure can be decomposed in a Fourier

series,

ε(r) =

∞∑
n=−∞

εn(z)ei[(n1K1x+n2K2x)x+(n1K1y+n2K2y)y], (7.7)

where the sum over n ≡ (n1,n2) is to be understood as a double infinite sum over the

integers n1 and n2, n1,2 ∈ Z, and Ki = 2π/Λi, for i = 1, 2. Because ε(r) is a periodic

function in the transverse plane, one can use Bloch theorem to express the electric field as a

Fourier series of functions that are pseudo periodic on the transverse coordinates x and y,

E(r) =

∞∑
n=−∞

En(z)ei(knxx+knyy), (7.8)

where knx/y = kx/y +n1K1x/y +n2K2x/y are the projections of the wavevector of the nth

diffraction order. The principal direction of the central diffraction order, which is defined

by n1 = n2 = 0, is given by k = kc(sin θ cosφ, sin θ sinφ, cos θ), where kc = ω0
√
ε0εcµ0

is the wavenumber in the cover region. For oblique incidence, this leads to a phase-shift of

the electric field E(r) of ei(k0xΛ1+k0yΛ2) over a unit cell.

Since this analysis does not include nonlinear optical effects in the cover and substrate

materials and since the nonlinear polarization PNL(r) arises due to a periodically distributed

field (7.8) at the FF, both the external current Jext = −iΩPNL at the SH and the generalised
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source term can be expressed as Fourier series,

Jtot = −iΩPNL − iΩ(ε− εb)E =
∞∑

n=−∞

[
jNL
n (z) + jgen

n (z)
]
ei(knxx+knyy). (7.9)

The coefficients jgen
n (z) depend on all field terms Em(z)

jgen
n (z) = −iω {[ε(z)− εb(z)] E(z)}n = −iω

∞∑
m=−∞

[ε(z)− εb(z)]n−m Em(z). (7.10)

The solution operator Nb for a periodic source current, jn(z)ei(knxx+knyy), in homo-

geneous space with constant permittivity εb reads [2, 4, 5]:

En(z) =
i

ω

∫
Gn(z, z′)jn(z′)dz′, (7.11)

with the tensorial Green’s function

Gn(z, z′) =Y+
nH(z − z′)eikbnz(z−z′) + Y−nH(z′ − z)eikbnz(z′−z)

+ ε−1
b eze

T
z δ(z − z′) (7.12)

where the entries of the 3× 3 matrix Y± are given by

Y±m,αβ =
k±nαk

±
nβ − k2

bδαβ

2ωεbkbnz
. (7.13)

Here, k±n = (knx, kny,±kbnz) is the wavevector of the nth diffraction order in the back-

ground medium εb with the z-component

kbnz =
√
µ0εbω2 − k2

nx − k2
ny (7.14)

given by the dispersion relation for εb. One can see that the tensor Gn gives rise to upwards

and downwards propagating plane waves in the background medium and a stationary term.

To express the solution in terms of a superposition of plane waves, the contribution of the

δ-term in Eq. (7.12) is eliminated by defining the modified electric field

Ẽα(z) = Eα(z)− δα,z

iωεb
jtot
α (z). (7.15)

The Fourier components of this modified field, Ẽn(z) = Qnan(z), can be expressed via

their TE/TM amplitudes, an(z) =
(
a+
en(z), a−en(z), a+

hn(z), a−hn(z)
)
, and the matrix Qn =

(s+
n , s−n , p+

n , p−n ), whose entries are given by the TE/TM basis vectors from Appendix B.
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Additionally, Eq. (7.15) leads to a useful property of its z-component:

Ẽz =
Dz

εb
. (7.16)

This allows the total source to be rewritten as

Jtot =Jext + Jgen(E) = Jext − iω(εE− εbE) =

− iω(PNL + εE− εbE) = −iω (D−Db) , (7.17)

where Db = εbE,

D = εE + PNL, (7.18)

and PNL = 0 if ω = ω0.

7.3.1 Fourier factorisation for the nonlinear GSM

So far, an infinite number of terms in the Fourier series of structure Eq. (7.7) and solu-

tion Eq. (7.8) was considered. However, it is well known [6–8] that the factorisation of

products of periodic functions with a finite number of terms has to be performed with care,

namely the correct approach is dictated by the continuity properties of the factors in the

product, as we have seen in Section 3.3.3. To be more specific, products of functions with

non-simultaneous discontinuities (e.g., the tangential component of the electric displace-

ment field D‖ = εE‖ + PNL
‖ ) can be factorized using Laurent’s product rule, whereas

continuous products of functions with simultaneous discontinuities (the normal component

D⊥ = εE⊥ + PNL
⊥ is continuous at interfaces, whereas ε and E⊥ can be discontinuous)

can be factorized using the inverse rule. In the context of numerical methods for periodic

structures in the Fourier space, such as the RCWA and GSM, the violation of the correct

factorisation rules causes slow convergence with respect to the number of retained diffrac-

tion orders. In contrast to previous work [9], where the correct factorisation was only used

in the linear part of the calculations, the correct Fourier factorisation for nonlinear part of

the calculations is derived here.

The derivation of this modified factorisation rule is presented before its impact on

the accuracy of the calculations is investigated in Section 7.4. Thus, to illustrate why a

modified factorisation rule for the inhomogeneous wave equation is necessary, the example

from Section 3.3.3 and Ref. [7], is adapted to the case at hand, by defining four periodic

functions on the interval [−π,π[:

f(x) =

{
a, |x| < π/2,

a/2, |x| ≥ π/2,
(7.19a)
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Figure 7.2: Illustration of the correct Fourier factorisation for nonlinear calculations. a) Discon-
tinuous functions f (thick brown), g (dashed green), and p (solid blue) and continuous
function h (solid black), for a = 6, b = 2, c = 3. b) Reconstruction of Fourier se-
ries with 200 components around discontinuity obtained by the product rule (brown),
inverse rule (green), and modified inverse rule (blue).

p(x) =0.1c[1 + sin(x)] +

{
c, |x| < π/2,

0, |x| ≥ π/2,
(7.19b)

g(x) =− p(x)

f(x)
+

{
b(1− |x|/π), |x| < π/2,

2b(1− |x|/π), |x| ≥ π/2,
(7.19c)

h(x) =f(x)g(x) + p(x). (7.19d)

Here, a, b > 0 and c ≥ 0 are arbitrary constants. One can easily see that the function d is

continuous, whereas f and g have concurrent discontinuities at |x| = π/2. For c 6= 0, p is

also discontinuous at |x| = π/2. Otherwise, Li’s example [7] is obtained. Fig. 7.2(a) shows

the functions for a = 6, b = 2, and c = 3.

In order to obtain the vector, [h], of Fourier coefficients of h, three different factori-

sations are compared, the results being depicted in Fig. 7.2(b). The product rule yields

[hp] = JfK[g] + [p], where JfK is the Toeplitz matrix of the Fourier coefficients of f . The

reconstruction, R ([dp]), of the function h shows strong oscillations at |x| = π/2 around

the expectedly continuous function h itself. The reason for this behaviour is that the product

rule propagates the overshoot from R ([f ]) and R ([g]) to the reconstruction of the prod-

uct R (JfK[g]). In addition, the oscillatory behaviour of R ([p]) at |x| = π/2 adds to the

variations of the reconstructed product, R ([hp]).

A direct application of the inverse rule for the product yields [hi] = J1/fK−1[g] + [p].

The oscillations of the reconstruction R
(
[hi]
)

are now less pronounced but still consist of

additive contributions from both terms R
(
J1/fK−1[g]

)
and R ([p]).

A modification of the inverse rule is proposed here: to this end, the continuous func-

tion h(x) = f(x)g(x) + p(x) = f(x)
[
g(x) + p(x)/f(x)

]
is rewritten as a product of

discontinuous functions in the space-domain. The two factors have complementary dis-
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continuities, whence the inverse rule applied to this product yields the correct factorisation,

[hm] = J1/fK−1 ([g] + [p/f ]). This is illustrated by the reconstruction R ([hm]), which

shows no spurious oscillations at the points of discontinuity.

The next sections will incorporate this modified factorisation rule into the nonlinear

GSM and describe the discretisation of the computational quantities.

7.3.2 Discretisation of the EM fields by Fourier series

Armed with this correct factorisation rule, let us now consider the Fourier factorisation of

Eq. (7.17), but note first that all terms in this equation implicitly have a dependence on the

three spatial variables, i.e. D(x, y, z) = ε(x, y, z)E(x, y, z) + PNL(x, y, z). This section

will explain the discretisation of Eq. (7.17) in the transverse directions x and y by the

Fourier series description Eq. (7.8) before the next section will describe the discretisation

in the propagation direction z.

In the context of the nonlinear GSM, h, f , g, and p from last section’s example corre-

spond to the continuous normal component of the displacement field, D⊥, the permittivity,

ε, E⊥, and PNL
⊥ , respectively. The correct factorisation of tangential and parallel compo-

nents of D therefore reads at a fixed altitude z:

[D‖(z)] = Jε(z)K[E‖(z)] + [PNL
‖ (z)], (7.20a)

[D⊥(z)] = J1/ε(z)K−1 ([E⊥(z)] + [PNL
⊥ (z)/ε(z)]

)
. (7.20b)

It should be specified again that [f ] denotes the vector ofN0 = (2N1 +1)(2N2 +1) Fourier

coefficients of a scalar function f . The truncation of Fourier terms with n1 = −N1, . . . ,N1

and n2 = −N2, . . . ,N2, with N1 and N2 integers, corresponds to a rectangular truncation

pattern in the Fourier space. Accordingly, the Fourier coefficients of the total source current,

jn = jNL
n + jgen

n , defined by Eq. (7.9) are given by

[j‖] =− iωεb
{(s

ε

εb

{
− J1K

)
[E‖] + ε−1

b [PNL
‖ ]

}
, (7.21a)

[j⊥] =− iωεb
{(rεb

ε

z−1
− J1K

)
[E⊥] +

rεb
ε

z−1
[PNL
⊥ /ε]

}
. (7.21b)

To simplify the notation, the dependence of all Fourier series coefficient on the coordinate

z is to be dropped unless otherwise specified.

It remains to reformulate these equations, which are given in terms of the (⊥, ‖)-

components of E, in terms of the Cartesian components of Ẽ, the latter ones being the

actual variables used in the GSM formalism. To this end, a local normal/tangential vector
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field is defined so that for any vectorial quantity v we can write:
vx

vy

vz

 = B


vn

vψ

vφ

 , (7.22)

where the orthogonal transformation matrix

B =
(
n̂, ψ̂, φ̂

)
=


cosφ sinψ cosφ cosψ − sinφ

sinφ sinψ sinφ cosψ cosφ

cosψ − sinψ 0

 (7.23)

is a concatenation of the unit vectors in normal, and both tangential directions n̂, ψ̂, and φ̂,

respectively.

Using this transformation one obtains analogously to the procedure described in Ap-

pendix A in [2]:

[jα] = −iωεb
∑
β

(∆δαβ − DΓαβ) [Eβ]− iωεb[p̄pα], (7.24)

where the vectors of Fourier series coefficients of the intermediate polarization p̄p are given

by 
[p̄px]

[p̄py]

[p̄pz]

 = B diag

(rεb
ε

z−1
, ε−1
b , ε−1

b

)
[PNL
n /ε]

[PNL
ψ ]

[PNL
φ ]

 . (7.25)

The matrices ∆ and D are defined as

∆ =

s
ε

εb

{
− I and D =

s
ε

εb

{
−

rεb
ε

z−1
(7.26)

and Γαβ are the Fourier images of the entries of the matrix

Γ(z) =


cos2 φ sin2 ψ sinφ cosφ sin2 ψ cosφ sinψ cosψ

sinφ cosφ sin2 ψ sin2 φ sin2 ψ sinφ sinψ cosψ

cosφ sinψ cosψ sinφ sinψ cosψ cos2 ψ

 . (7.27)

Note that with this definition of Γ, Eq. (7.24) implements the one-sided NVF approach to

Fourier factorisation from Eq. (3.41a).

In order to eliminate the physical electric field E in favour of the computational field
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Ẽ one inserts

[jz]

iωεb
= D (Γzx[Ex] + Γzy[Ey]) + (DΓzz −∆) [Ez]− [p̄pz] (7.28)

into the definition (7.15) of Ẽ to obtain

˜[Ez] = −D (Γzx[Ex] + Γzy[Ey]) + C[Ez] + [p̄pz], (7.29)

where C = ∆−DΓzz . This yields [E] resolved in terms of ˜[E]. This is expressed in matrix

form as
[Ex]

[Ey]

[Ez]

 =


I 0 0

0 I 0

C−1DΓzx C−1DΓzy C−1




˜[Ex]

˜[Ey]

˜[Ez]

−


0

0

C−1[p̄pz]

 . (7.30)

Plugging this formula back into Eq. (7.24) provides the total source current, which consists

of the generalised source dependent on the unknown field Ẽ and a physical source whose

origin is the known polarization:

[jα]

iωεb
=
∑
β

Wαβ
˜[Eβ] + [p̃pα], (7.31)

where the modified polarization reads

[p̃pα] =− [p̄pα] + (∆δαz − DΓαz) C−1[p̄pz] (7.32)

and the matrix W is defined as

W =


Nxx + DΓxx −∆ Nxy + DΓxy DΓxzC−1

Nyx + DΓxx Nxy + DΓyy −∆ DΓyzC−1

−C−1DΓzx −C−1DΓzy C−1 − I

 . (7.33)

Here, Nαβ = DΓαzC−1DΓzβ combines the geometrical normal field information contained

in Γ with the physical structure given by ε.

This concludes the discretisation of the physical quantities in the transverse direction.

Note that all matrices and vectors of Fourier series coefficients throughout this section,

[Eα(z)], [p̃pα(z)],
r
ε(z)
εb(z)

z
,W (z) etc. still possess an arbitrary dependence on the z-direction

which will be resolved in the next section.
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7.3.3 Derivation and solution of the integral equation in the nonlinear GSM

The combination of the main results obtained so far, namely Eq. (7.31) that expresses the

source in terms of Ẽ and the Green’s tensor Eq. (7.11), yields a system of Fredholm integral

equations of the second kind for the unknown amplitudes,

an(z) =a0
n(z) +

∫ h

z′=0
Rn(z, z′)Q̄n

N0∑
m=−N0

∑
β

Wαβ,nm(z′)Qmam(z′)dz′, (7.34)

for n = 1, . . . ,N0, where the sum overm ≡ (m1,m2) is to be understood as a double finite

sum over the integersm1 = −N1, . . . ,N1 andm2 = −N2, . . . ,N2. The matrix Rn(z, z′) ∈
C4×4 incorporates the propagation of TE- and TM-polarized, upward and downward plane

wave amplitudes of the nth Fourier component inside the slab-background structure and

their reflections at the top and bottom interfaces (see Eqs. (61) and (62) in [2] for the exact

formula). The matrix Q̄n transforms the field amplitudes, Ẽn(z), back to the coefficients,

an(z) = Q̄nẼn(z), and is given by

Q̄n =
1

2


kny
γn

−knx
γn

0
kny
γn

−knx
γn

0

−ωεbknx
knzγn

−ωεbkny
knzγn

ωεb
γn

ωεbknx
knzγn

ωεbkny
knzγn

ωεb
γn

 (7.35)

The known values of a0
n(z) are either the amplitudes of the incident plane wave electric

field in the background structure at the FF or the amplitudes of the external source field

Nb(J
ext) at the SH; the latter are given by

a0
n(z) =

∫ h

z′=0
Rn(z, z′)Q̄np̃

p
n(z′)dz′. (7.36)

One can easily see that the modified factorisation rule does not affect the generalised

source but only changes the external polarization. This means, that all algorithmic enhance-

ments, that make the linear GSM an efficient numerical method, can be applied for the

nonlinear version of the GSM.

Using the midpoint rule, the system Eq. (7.34) of integral equations is discretised at

NL equidistant points, zp = (p − 0.5)h/NL, p = 1, . . . ,Nl. This results in a system of

linear equations,

anp =a0
np +

h

NL

NL∑
q=1

Rn(zp, zq)Q̄n

N0∑
m=−N0

∑
β

Wαβ,nm(zq)Qmamq, (7.37)

for n = 1, . . . ,N0, p = 1, . . . ,NL. The total number of unknowns in Eq. (7.37) is 4N0NL
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and usually becomes prohibitively large for direct solvers to be used in practical situations

of interest.

In order to take full advantage of an iterative solver, the system (7.37) is reformulated

to (see also [2]):

a =
(
I + RQ̄UA−1Q

)
a0, (7.38)

where a and a0 are the vectors containing the discrete unknowns, anp = an(zp), and the

known amplitudes, a0
np = a0

n(zp), respectively. A = M − QRQ̄U, and Q̄ and Q are

block-diagonal matrices with Q̄n and Qn on their block-diagonal, respectively. The matrix

R ∈ C4N0NL×4N0NL corresponds to Rn(zp, zq): Its
(
4(n−1)NL+4(p−1)+[1, .., 4], 4(n−

1)NL + 4(q − 1) + [1, .., 4]
)
-entries are given by Rn(zp, zq). Hence, R is diagonal with

respect to the Fourier component n and has Toeplitz-structure with respect to the layer

indices p and q. The matrices

M =


q
εb
ε

yr
ε
εb

z
0 0

0
q
εb
ε

yr
ε
εb

z
0

0 0
r
ε
εb

zq
εb
ε

y

 sin2 ψ + cos2 ψ, (7.39)

F =I−
rεb
ε

zs
ε

εb

{
, G = I−

s
ε

εb

{rεb
ε

z
, (7.40)

U =


∆Mxx + G

r
ε
εb

z
Γxx G

r
ε
εb

z
Γxy GΓxz

G
r
ε
εb

z
Γyx ∆Myy + G

r
ε
εb

z
Γyy GΓyz

FΓzx FΓzy Mzz −
q
εb
ε

y

 (7.41)

are defined such that W = UM−1 but they do not contain inverted submatrices themselves.

Additionally, U and M are block-Toeplitz-Toeplitz matrices with respect to the index pair

n = (n1,n2). Due to the Toeplitz-property of its submatrices, multiplication of a vec-

tor b of size 3N0NL with the 3N0NL × 3N0NL system matrix A can be performed in

O(N0NL log(N0) log(NL)) operations instead of O(N2
0N

2
L) for the standard matrix-vector

multiplication, see Appendix C or Ref. [10].

This allows the efficient use of iterative solvers for systems of linear equations which

are based on Matrix-vector multiplication. More specifically, the generalised minimum

residual method (GMRES, [11]) is used here to solve Eq. (7.38).

7.4 Numerical analysis and convergence studies
In this section the convergence and runtime characteristics of the linear and nonlinear parts

of the GSM are investigated using cylindrical gratings as test examples made either of di-

electric or metallic materials. Importantly, the impact of application of the correct factori-



7.4. Numerical analysis and convergence studies 184

sation rule is illustrated and compared to the conventional factorisation.

The unit cell of the grating under consideration is assumed to have a quadratic cross

section with the two periods set to equal Λ1 = Λ2 = Λ = 2 µm. It contains a cylindrical

disk of height, h = 200 nm, and radius, r = 0.25Λ = 500 nm as per Fig. 7.3(a). The

disk and substrate have refractive index, ns = 2, whereas the cover region is vacuum with

nc = 1. A diagonal nonlinear susceptibility tensor, χ(2)
jkl = χ̄δjkδkl, with χ̄ = 10−8 m V−1

is assumed for the cylinder. The incident plane wave at the fundamental wavelength of

λFF = 1.5 µm, is specified by the angles θ = 30◦, ϕ = 70◦, and a mixed polarization,

ψ = 45◦.

The optical response of the device at the FF and SH is computed by the linear and non-

linear GSM, respectively. Simulations are performed for an increasing number of diffraction

orders N0 = (2N1 + 1)(2N2 + 1) for N1 = N2 ∈ {3, 5, ..., 23} and increasing number

of layers, NL ∈ {12, 25, 50, ..., 400}. In order to assess the efficiency of the algorithm, the

following quantities are calculated: the reflection and transmission coefficients, RFF/SH

and TFF/SH , respectively, at the FF/SH. Additionally, the number NFF
iter and NSH

iter of GM-

RES iterations necessary to solve Eq. (7.38) at the FF and SH, respectively, and the GSM

runtime needed to complete the linear (tFF) and nonlinear (tSH) part of the computations

are recorded.

For the validation of the linear calculations, the results are compared to results from

the RCWA in the formulation of Chapter 3 with NVF factorisation approach. To this end,

the nonlinear GSM was implemented in MATLAB [12]. This computer software uses the

same computational input and output system as the secondary RCWA implementation from

Chapter 6, further facilitating this comparison of linear numerical results. Moreover, since

both numerical methods have been implemented in MATLAB, a proper comparison of sim-

ulation times is possible and all simulations have been performed on a single core of a

2.5 GHz processor.

The results of this analysis are summarized in Figs. 7.3(b)-7.3(d). The dependence of

the transmission coefficient at the FF, TFF, on the number of diffraction orders, computed

by using the GSM for several values of the numbers of layers NL in which the grating

is divided, is presented in Fig. 7.3(b). For comparison the same dependence determined

by using the RCWA is presented. Both methods show a similar convergence pattern with

respect to N0 and the computed transmission coefficient rapidly approaches the asymptotic

value of TFF = 0.917772. For the investigated lossless device the GSM conserves the

incoming optical power up to a relative error of 10−5 for low N0 < 1000 and the power

conservation improves to 10−6 as N0 further increases.

The inset in Fig. 7.3(b) illustrates the error in the transmission due to the discretisation

of the integral equation, defined as ∆T = TFF − TFF
RCWA, calculated for several values of
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Figure 7.3: a) Cylindrical grating for the convergence test. b) Transmission efficiency obtained
using GSM for increasing NL [colours, legend from b)] and RCWA (black). Inset:
discretisation error of GSM vs. N0. c) Runtime of GSM for increasing NL (colours)
and of RCWA (black). d) Convergence behaviour of radiated SH in the direction of the
incoming plane wave using the two different factorisation rules.

orders, N0 ∈ {49, ..., 2209}, and for increasing NL. Given sufficiently many orders, e.g.

N0 = 2209, quadratic decrease of ∆T is achieved, which is to be expected since using the

midpoint rule in the discretisation of the integral equation implies quadratic convergence.

For smaller N0, e.g. N0 = 225, the convergence plateaus at a small number of layers,

in this case NL = 100. This is because the reformulated linear system Eq. (7.38), which

enables the use of the accelerated matrix-vector multiplication, is only N0-asymptotically

equivalent to the original system (7.37).

Figure 7.3(c) depicts the runtime tFF necessary to compute the solution of the prob-

lem at the FF for increasing N0 and for different NL. The linear GSM exhibits nearly

optimal runtime as tFF increases log-linearly with both N0 and NL. This is because tFF

is chiefly determined by the computational work needed to iteratively find the solution of

Eq. (7.38) using GMRES, which in turn depends on the number of iterations NFF
iter and,

if NFF
iter � N0NL, on the time required for the system-matrix vector multiplication; this

latter quantity is of order O(N0NL log(N0) log(NL)). For the investigated device, only

NFF
iter = 39 GMRES iterations are necessary to solve Eq. (7.38), where NFF

iter is nearly in-

dependent of N0 and NL (see also Table 7.1, second row). The black line in Fig. 7.3(c)

indicates the runtime of the RCWA, tFF
RCWA, which follows a O(N3

0 ) dependence. This is

the expected behaviour as the RCWA involves finding the solution of an eigenproblem of

sizeN0 which was was already discussed in Section 5.3.5. The asymptotic advantage of the
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GSM becomes evident, e.g. at NL = 200, where for N0 = 1225, tFF
RCWA becomes larger

than tFF.

For the computations at the SH, the GSM computational time still follows the

O(N0NL log(N0) log(NL)) trend; however, as compared to the FF, approximately three

times more iterations, NSH
iter = 100, are necessary to solve Eq. (7.38) at the SH. Two pos-

sible reasons for this behaviour can be identified: First, it was found that for plane wave

excitation, the smaller the wavelength the more iterations were necessary for GMRES to

solve Eq. (7.38). Second, both the r.h.s. of this equation and its solution are more inhomo-

geneous at the SH as compared to the FF.

The results for the generated SH, computed withNL = 400, are depicted in Fig. 7.3(d).

Specifically, this figure shows the radiated power at the SH in the direction of the incom-

ing wave, normalized to the incident power at the FF. The data corresponding to the solid

line was obtained by using the modified inverse rule for the source polarization and shows

remarkably fast convergence to a value of T SH = 1.163 · 10−16 with increasing N0. By

contrast, when using the unmodified rule T SH does not reach its asymptotic value even for

as many as N0 = 2209 orders, despite the fact that the FF solution is already converged if

N0 & 750 as per see Fig. 7.3(b). Note that the old and correct factorisations seem to tend

slightly different values. This can however hardly be decided, as the old factorisation is far

from reaching convergence. Similar behaviour was found in the example from Section 3.6

or Ref. [8], the numerical results obtained by a method without correct Fourier factorisation

converge very slowly, and might appear to reach a different value. Therefore, Fig. 7.3(d)

indicates that the slow convergence due to incorrect Fourier factorisation carries over into

nonlinear calculations.

The convergence and runtime properties of the GSM where investigated when it was

applied to simulate diffraction gratings made of three different lossless dielectric materials,

a lossy dielectric, and metallic components. The results, shown in Table 7.1, provide valu-

able insights into the characteristics of the GSM. Thus, clear trends can be observed in the

case of lossless dielectric gratings: the higher the refractive index n is the more GMRES

n NFF
iter NSH

iter TFF AFF AT SHA
1.45 21 38 0.972998 2.6 · 10−8 A2.88 · 10−17A

2 39 100 0.917772 8.0 · 10−7 A1.16 · 10−17A
3 105 400 0.825020 5.8 · 10−6 A4.57 · 10−18A

1.5+1i 96 157 0.620149 0.283418 A7.41 · 10−19A
0.36+6.5i 2160 1968 0.381113 0.193255 A5.99 · 10−18A

Table 7.1: Characteristics of the nonlinear GSM for dielectric and lossy materials
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iterationsNFF
iter are necessary at the FF and the number of iterationsNSH

iter at the SH increases

faster than NFF
iter . The numerical absorption, AFF = 1 − TFF − RFF, which in the case of

gratings made of lossless materials quantifies the degree to which the algorithm conserves

the energy, decreases with the index of refraction. The lossy material with n = 1.5 + i can

be efficiently analysed by the GSM: the NFF
iter is relatively small and increases only by 50%

for the calculation of the SH electromagnetic field.

The metallic grating requires a more detailed discussion. The derivation of the GSM

formally allows complex values of the permittivity ε(r) and the implementation of the al-

gorithm does indeed show that the method can be applied to simulate diffraction by lossy

structures (see the n = 1.5 + i example in Table 7.1). However, the very large number of

required GMRES iterations makes the method particularly slow when applied to structures

containing very lossy components, namely a material with n = 0.36 + 6.5i. An additional

finding is that Niter for metals increases strongly when N0 increases: the presented results

for n = 0.36 + 6.5i are for N1 = N2 = 11; increasing N0 would require Niter > 5000

to achieve convergence of GMRES. Summing up these results, the GSM in the presented

form is most efficient and most suitable for shallow, low refractive index contrast, dielectric

devices. However, an improvement of the GSM using curvilinear coordinates [3] allows

one to efficiently calculate metallic structures as well. This this version of the algorithm

was however not adapted to the nonlinear case here.

7.5 Application to SHG in textured slab waveguides
In this section the versatility of the nonlinear GSM is illustrated by applying it to a prob-

lem of practical importance, namely to the maximization of SHG. Because of the weak

nature of nonlinear optical interactions, the radiated SH in practical settings is orders of

magnitude smaller than the linear excitation. Therefore, field enhancing mechanisms are

particularly important in this context as they can be employed to increase the efficiency of

SHG in applications. To this end, SHG in a diffraction grating resonantly coupled to a slab

waveguide is considered here, both optical devices being made of quadratically nonlinear

optical materials.

To add specificity to this setting problem, it is assumed that the nonlinear material in

the device is GaAs (refractive index n = 3.4), which due to its large optical nonlinearity

is a particularly suitable choice for high SHG in device applications. It crystallizes in the

zincblende lattice type, so that it belongs to the crystal point group 4̄3m. Hence, the non-

vanishing components of its second-order susceptibility tensor are χ(2)
xyz = χ

(2)
xyz = χ

(2)
yxz =

χ
(2)
yzx = χ

(2)
zxy = χ

(2)
zyx = 7.4× 10−10 m V−1 [13, 14], which is a relatively large value as

compared to that of most other non-centrosymmetric materials. CaF2 (ns = 1.4) is chosen

as substrate and the cover is considered to be air (nc = 1), which provides the high refractive

index contrast needed to achieve good field confinement in the slab waveguide.
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In order for the incident plane waves to couple and interact with the slab waveguide

modes a periodic optical grating that breaks the translational symmetry of the structure is

placed on top of the waveguide. As a result the propagation constant, βν(λ), of the νth

slab waveguide mode is folded within the first Brillouin zone of the grating. When the

difference between the tangential component of the incident wavevector, k‖, and the prop-

agation constant βν(λ) is equal to a multiple of the grating vector this waveguide mode can

be resonantly excited, as we have already seen theoretically through Eq. (2.43) and practi-

cally in Section 6.6. In particular, one expects to observe strong field enhancement in the

slab waveguide at the corresponding resonance wavelengths and consequently significantly

stronger nonlinear optical interaction, an effect that has been recently used to demonstrate

enhanced optical absorption in such optical devices [15].

In the context of SHG there are two kinds of resonances that can affect the nonlinear

optical response of the device: linear resonances correspond to the grating-induced, reso-

nant excitation of a waveguide mode at the FF by a plane wave incident at a certain angle

and wavelength, λFF. One can expect that the optical field at the FF is strongly enhanced

and confined inside the waveguide, thus a stronger nonlinear polarization is created, which

in turn excites a stronger field at the SH wavelength, λSH = λFF/2. This phenomenon of

direct enhancement of the nonlinear response at the SH due to the excitation of a linear res-

onance at the FF will be called an inherited resonance at λSH. The second type of nonlinear

resonances are intrinsic resonances, which are observed when a waveguide mode is excited

at the SH wavelength by the dipoles associated to the nonlinear polarization. In this case

the field at the SH is confined inside the waveguide and therefore shows remarkably large

radiated SH intensity. Note that the intrinsic resonances are not necessarily grating coupled

with the radiative continuum and therefore they can be viewed as nonlinear dark modes of

the system [16]. In particular, one expects that these resonances have large quality factor.

In summary, the inherited and intrinsic resonances are called nonlinear resonances, since

they are observed at the SH. For the sake of simplicity, the modes causing the linear and

nonlinear resonances are denoted as linear and nonlinear modes. The SH wavelengths λSH

for which both types of nonlinear modes are excited simultaneously are of particular inter-

est because at these wavelengths, this doubly resonant mechanism of SHG, can lead to a

remarkably large nonlinear optical response of the device. In the remaining of this section,

these ideas are illustrated by studying the nonlinear optical response of 1D- and 2D-periodic

implementations of these devices.

7.5.1 One-dimensional binary gratings

Initially, a 1D grating is considered. Although having a simple structure, it already provides

us the necessary insights to completely understand the more complex 2D design. Thus,

consider the 1D binary GaAs grating on top of a GaAs slab waveguide in Fig. 7.4(a), which
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Figure 7.4: a) Unit cell of a one-dimensional binary grating and b) two-dimensional cylindrical
grating on top of a slab waveguide made of nonlinear GaAs on a CaF2 substrate.

is placed onto a CaF2 substrate. The height of the slab waveguide, hw, is a free design

parameter and varies from 0.25 µm to 0.5 µm. The period of the grating with filling factor

ρ = 0.25 is Λ = 2 µm, the height of the grating region is chosen relative to the height of the

slab waveguide, hg = 0.1hw.

At the FF, TM polarized plane waves with wavelength λFF ranging from 3.6 µm to

4.4 µm are incident onto the device under a θ = 30◦ angle. By considering the slab waveg-

uide region as homogeneous part of the periodic grating, its nonlinearity is also calculated

by the nonlinear GSM. For the calculation of the presented results No = 21 diffraction

orders and Nl = 138, . . . , 275 GSM-layers were used, each with height of ≈2 nm.

Figure 7.5(a) shows the transmitted intensity at the FF for a TM polarized incident

plane wave with wavelength λFF. The spectrum exhibits a smooth dependence on λFF and

hw, except for a narrow stripe that corresponds to a sharp decrease of the transmission.

This change in transmission can clearly be attributed to the excitation of a TM0 waveguide

mode: the analytically (Eq. (2.43)) calculated resonance wavelength, which is represented

by the pink line in the spectrum in Fig. 7.5(a), is in close proximity to the band of reduced

transmission seen in the spectrum. The analytical calculation is obtained for a infinitesi-

mally small perturbation of the slab waveguide, whence the agreement is nearly perfect for

low hw and slowly deteriorates as hw, and therefore hg, increases. Moreover, Fig. 7.5(d)

shows the y-component of the magnetic field at the FF, HFF
y , inside and around the tex-

tured waveguide, which is indicated by blue lines, corresponding to the black cross (1) in

Fig. 7.5(a), i.e. to λFF = 3.861 µm and hw = 345 nm. This field profile clearly matches

that of the TM0 mode. Note that for a 1D grating under non-conical incidence, the TE and

TM components of the electromagnetic field decouple. Accordingly, there is only a single

TM mode excited under TM-incidence, in the considered hw-λFF domain.

To better visualize the SHG enhancement, Fig. 7.5(b) depicts the logarithm T̃ SH =

log10 T
SH of the SH intensity, emitted into the substrate region, for the same incident fun-

damental field as in Fig. 7.5(a). The transmission coefficient, T SH, is normalized to the

SHG in a bulk layer of GaAs having the same volume as the textured grating. This fig-
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Figure 7.5: (a-c) Linear and nonlinear transmission spectra for 1D binary gratings. (d-f) Magnetic
and electric field distributions at simultaneous resonance wavelength λFF = 3.45 µm
for hw = 381 nm; a) Spectra at the fundamental wavelength (pink dispersion curve
indicates analytical calculation of TM0 mode). b) Spectra at second harmonic wave-
lengths (logarithmic scale). c) Close-up of the region around a point where an intrinsic
and inherited SH resonance dispersion curve cross. d) |HFF

y | of the fundamental TM0-
resonance at the FF. e) |ESH

y | of simultaneous resonance at SH. f) |ESH
y | of intrinsic

TE1 mode at the SH wavelength λSH = λFF/2 = 1.725 µm for a TE polarized inci-
dent plane wave.

ure clearly shows an increase of the SH intensity due to the excitation of the inherited TM

modes and intrinsic TE modes. No intrinsic TM modes are excited in this case. This is

due to the particular symmetry properties of χ(2): for a TM polarized fundamental field

E(r) = (Ex(r), 0,Ez(r)), only the y-component (i.e. the TE component) of the nonlinear

polarization is non-vanishing.

At λSH = 2.196 µm and hw = 460 nm, corresponding to the blue cross (3) in

Fig. 7.5(b), one can achieve an intensity enhancement of T SH = 100.55 ≈ 3 due to the

excitation of an intrinsic TE1 mode. Although the intensity is only three times higher than

in the case of the bulk material, it is still significantly larger than the surrounding designs of

textured waveguides. The excitation of the inherited mode yields much stronger enhance-

ment of SHG, namely at λSH = 2.011 µm and hw = 451 nm (red cross (2)), T SH = 104.78.

The strongest SH enhancement of T SH = 108.5 is achieved for simultaneous excitation

of the inherited TM0 mode and intrinsic TE1 mode at λSH = 1.931 µm and hw = 345 nm

(black cross (1)). A close-up of the region of the doubly resonant excitation is presented
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in Fig. 7.5(c). The electric field profile ESH
y at the SH for this particular configuration,

plotted in Fig. 7.5(e), shows high field enhancement inside the waveguide-grating region

with two pronounced maxima at the top and bottom of the structure. This field profile can

be explained by inspecting the distribution of the field ESH
y of the intrinsic TE1 mode at

λSH = 1.725 µm and hw = 381 nm. Thus, for TE-polarized incident waves with λFF =

2λSH = 3.45 µm, the electric field around the textured waveguide closely resembles the

profile of a TE1 mode, as can be seen in Fig. 7.5(f). However, the field enhancement is not

as strong as in the case of the linear TM0 mode, as per Fig. 7.5(b).

This analysis fully explains the dominant feature of the SH response of the 1D de-

vice when the two types of resonances are simultaneously excited, namely the overall SH

intensity is mainly determined by the strong enhancement inside the waveguide of the fun-

damental field due to the linear resonance. The field profile, however, is determined by the

profile of the intrinsic TE1 mode.
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Figure 7.6: Spectra of transmission coefficient for the cylindrical texture determined for different
waveguide heights under normal incidence. a) Spectra at the fundamental wavelength.
b) Spectra at SH wavelengths (logarithmic scale).
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7.5.2 Two-dimensional cylindrical gratings

The ideas presented in the previous section can be easily extended to a similar 2D device. To

illustrate this, the cylindrical GaAs grating in Fig. 7.4(b) is considered. Its unit cell contains

of a cylinder with radius, r = 500 nm and relative height hg = 0.1hw, placed at the centre of

a square with side-length Λ = 2 µm. The GaAs waveguide is placed on a CaF2 substrate and

its height, hw, varies from 660 nm to 802 nm. For the presented computationally expensive

parameter sweep, a total of No = 81 diffraction orders and Nl = 350, . . . , 450 GSM-layers

with individual height of 2 nm were used. By checking the convergence with respect to No

for a fixed hw = 700 nm and varying wavelength, it was found that No = 81 already yields

qualitatively correct results.

The results for normally incident, x-polarized plane waves with wavelength

λFF = 4.12 µm to 4.44 µm are summarized in Fig. 7.6. As in the 1D-case, the transmission

spectrum at the FF reveals the resonant excitation of a TM0 mode, seen in Fig. 7.6(a) as a

dark stripe.

The spectrum of radiated SH in the direction of the incoming wave, presented in

Fig. 7.6(b), exhibits distinct maxima along the dispersion curves of the inherited and in-

trinsic resonances. For example, for the intrinsic TE0-resonance at λSH = 2.126 µm and

hw = 780 nm (blue cross (3)) the SHG enhancement as compared to a uniform GaAs layer

with the same volume is approximately six-fold (T SH = 100.77). The inherited resonance

at λSH = 2.201 µm and hw = 763 nm (red cross (2)) yields T SH = 103.95.
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Figure 7.7: Magnetic and electric field distributions at simultaneous resonance wavelength
λFF = 4.213 µm and hw = 696 nm. a) |HFF

y | of the fundamental TM0-resonance
at the FF. b) |ESH

y | of simultaneous resonance at SH. c) |ESH
y | of intrinsic TE0 mode at

SH wavelength λSH = λFF/2 = 2.107 µm for TM polarized incident plane wave.
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This parameter study finds a 2D periodic device in which inherited and intrinsic reso-

nances can be simultaneously excited, the corresponding parameters being λFF = 4.213 µm

and hw = 696 nm (black cross (1)). This double resonance leads to an intensity enhance-

ment of ISH ≈ 105 as compared to the reference uniform layer. The spatial profile of the

magnetic field, calculated in the x-z-plane passing through the centre of the cylinder (y = 0)

is displayed in 7.7(a). The field distribution closely resembles the profile of the TM0-mode,

showing strong field enhancement and increased field confined in the waveguide as com-

pared to the 1D-case. The simulations suggest that normal incidence and a larger waveguide

thickness favour stronger confinement. Another aspect is the nonlinear electric field profile

at the simultaneous resonance in Fig. 7.7(b), which is determined by two factors: Its magni-

tude is chiefly determined by the field enhancement at the FF. However, its shape and strong

confinement are due to the excitation of the intrinsic nonlinear TE0 mode Fig. 7.7(c), which

is obtained for λSH = 2.126 µm and hw = 780 nm (blue cross (3)).

7.6 Conclusions
This chapter presented an extension of the generalised source method to analyse SHG in 2D

periodic structures containing non-centrosymmetric, quadratically nonlinear optical materi-

als. The linear and nonlinear parts of the calculations are decoupled in the undepleted pump

approximation and a three-step computational process was derived. The correct Fourier

factorisation rule for inhomogeneous problems and its beneficial effect on the convergence

in the nonlinear calculations was shown.

In a benchmark structure the asymptotic runtime estimate ofO(N0 log(N0)Nl log(Nl))

was validated experimentally, which renders the GSM especially suitable for modelling low

permittivity contrast, dielectric gratings. The reason for the asymptotic runtime advantage

of the GSM compared to the RCWA can be explained in two ways: Fundamentally, the

GSM solves the grating problem for exactly one incident signal. The RCWA computes the

S matrix for a grating structure, which is valid for any incident field, that can be described

by linear combination of the incident diffraction orders Eq. (3.61). This is in most practical

cases no necessary. From an algorithmic point of view, the GSM makes ample use of the

Toeplitz-property of the system matrix A whence an efficient solution method in the form

of GMRES can be employed to solve the grating problem.

As a practical application of the nonlinear GSM the design of 1D and 2D textured

GaAs slab waveguides were optimized to achieve maximal radiated SH by simultaneous

excitation of linear and nonlinear slab waveguide modes. In a addition to an analytical

estimate for the resonance frequencies of the textured slab waveguide, investigation of the

field profiles identified the nature of the resonances responsible for the remarkably high

intensity enhancement of more than 8 orders of magnitude in comparison to the SH radiated

by a uniform slab. Importantly, the formalism presented in this study can be extended to
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several other key nonlinear optical processes, including surface SHG from centrosymmetric

materials and third harmonic generation, which will be shown in the next two chapters.
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Chapter 8

Giant Nonlinear Optical Activity of Achiral
Origin in Planar Metasurfaces with
Quadratic and Cubic Nonlinearities

8.1 Introduction

In recent years, there has been a growing interest in the investigation of the nonlinear prop-

erties of plasmonic nanostructures and optical metamaterials, due to the associated strong

enhancements of electromagnetic fields and to the capability to engineer the structural sym-

metry of their unit cell [1–4]. In particular, nonlinear optical circular dichroism of metama-

terial and plasmonic nanostructures have been demonstrated [5–12]. However, the observed

nonlinear optical CD in most experiments arises either from the chirality in 3D nanostruc-

tures, or from the extrinsic contribution in the case of 2D structures when the fundamental

beam is incident at oblique angles. It should be pointed out that even seemingly 2D chiral

materials, such as monolayers of chiral thin-film nanostructures are intrinsically 3D chiral

as recently demonstrated in the linear [13] and in the nonlinear optical regimes [12]. In such

nanostructures, chirality arises from the presence of a substrate on one side of the thin-films

and not on the other.

In this chapter, giant circular dichroism for both second- and third-harmonic genera-

tion on ultrathin plasmonic metasurfaces with broken in-plane mirror symmetry is demon-

strated [14]. Despite the symmetry breaking along the surface normal direction due to the

presence of substrate, this dichroism is primarily of achiral origin. This result is verified by

the simulation and measurement of harmonic generation for circularly polarized fundamen-

tal beam at normal incidence from both the front (air) and back (substrate) sides.

The remainder of this chapter derives the effective nonlinear susceptibilities for

Trisceli- and Gammadion-type nanostructures in Section 8.2. Thereafter, Section 8.3 de-

scribes the experimental setup these structures and the computational approaches to mod-

elling them are described. The simulation and measurements of the nonlinear CD is pre-
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Figure 8.1: Schematic of nonlinear optical dichroism from Trisceli- and Gammadion-type plas-
monic nanostructures with three- (C3) and fourfold (C4) rotational symmetries. (a)
and (c) illustrate the nonlinear circular dichroism for illumination with LCP and RCP
polarizations on such structures which will lead to SHG and THG with opposite polar-
izations but only for the RCP illumination. Trisceli-type nanostructures with near unity
SHG-CD shown in (b) would generate left-handed elliptically polarized SHG light when
illuminated by linear polarized light.

.

sented in Section 8.4 before final conclusions are drawn in Section 8.5.

8.2 Theory of effective nonlinear susceptibility for Trisceli- and
Gammadion-type nanostructures

The strong nonlinear CD of achiral origin is explained by the effective nonlinear suscepti-

bility coefficients associated with the specific C3 and C4 rotational symmetries of Trisceli-

and Gammadion-type plasmonic nanostructures, which only involve the in-plane tensor el-

ements As shown schematically in Fig. 8.1, the magnitude of the measured nonlinear CD

for second- and for third-harmonic generation reaches near the maximum theoretical limit.

Additionally, we show that upon illumination with left- or right-handed circularly polarized

light, the C3 and C4 rotational symmetric nanostructures can generate cross-polarized SHG

and THG waves, respectively.

To maintain the rotational symmetry of the overall experimental configuration, we limit

ourselves to the configuration in which the fundamental wave is incident normally onto

the surface. Therefore, the relevant effective nonlinear susceptibility tensor elements are

those with sub-indices consisting only of x and y, assuming a Cartesian coordinate system,

where the sample is in the x-y plane. Due to the rotational symmetry of both the individual

structure and the lattice, the effective nonlinear susceptibility tensor can be reduced to just

a few independent elements.

8.2.1 Effective second order susceptibility for C3 rotational symmetry

We start with the second-order nonlinear susceptibility tensor for the metasurfaces consist-

ing of nanostructures with C3 rotational symmetry. It has been shown [15] that the C3

rotational symmetry reduces the tensor elements to two independent values:

χ(2)
yyy = −χ(2)

yxx = −χ(2)
xxy = −χ(2)

xyx = χ
(2)
1 , (8.1a)
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χ(2)
xxx = −χ(2)

xyy = −χ(2)
yyx = −χ(2)

yxy = χ
(2)
2 . (8.1b)

In contrast, for previously investigated crystal surfaces possessing C3v symmetry, such as Si

(111) and GaAs (111), both the rotational symmetry and mirror symmetry are present and

only a single tensor element is nonzero depending on whether x or y is aligned with one of

the symmetry planes. Thus, for the C3 structure investigated here, the effective nonlinear

polarization can be expressed as:

P 2ω
x = ε0χ2

(
E2
x − E2

y

)
− 2ε0χ1ExEy (8.2a)

P 2ω
y = −2ε0χ2ExEy − ε0χ1

(
E2
x − E2

y

)
(8.2b)

For a circularly polarized incident beam, the electric field vector is given by E =

E0 (ex ± iey) /
√

2, where the + and− sign correspond to LCP and RCP, respectively. Here

we use the definition of LCP and RCP as defined from the point of view of the receiver. The

effective nonlinear polarization can be expressed as

P2ω = ε0 (χ2 ∓ iχ1) (ex ± iey)E2
0 . (8.3)

This equation satisfies the selection rule studied previously, circularly polarized light cannot

produce the SHG with the same polarization as the fundamental light at normal incidence

onto a structure with C3 symmetry [16–20]. In addition, Eq. (8.3) shows that the intensities

of the SHG are generally different for the two circular polarization states. However, to ob-

tain a difference in the SHG intensity for the two circular polarization states it is necessary

that χ1 and χ2 are different in phase. Note that if χ1 and χ2 have the same phase, a co-

ordinate rotation can be employed to reduce the in-plane nonlinear coefficients to a single

one χ =
√
χ2

1 + χ2
2 and χ2, i e., the system becomes the same as for a C3v symmetry. The

highest contrast between the two circular polarization states can be achieved in the case that

χ1 and χ2 are equal in amplitude and π/2 out of phase. This would lead to a unity SHG-CD,

which arises from the cancellation of the nonlinear polarization between the contributions

from χ1 and χ2 for one circular polarization state, but a constructive interference between

their contributions for the other circular polarization. The above analysis shows that, for a

nanostructured thin film with C3 rotational symmetry, nonlinear susceptibility tensor com-

ponents with z indices are not necessary for introducing nonlinear CD for second-harmonic

generations. This is in stark contrast to commonly studied SHG-CD effect in chiral thin

films [21].

For an incident wave with linear polarization along the horizontal direction (Ex,Ey) =

(E0, 0), we have P 2ω
x = ε0χ2E

2
0 and P 2ω

y = −ε0χ1E
2
0 . If an analyser is placed in trans-
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mission with orientation angle , the measured SHG intensity is given by:

I2ω
θ ∝ |P 2ω

θ |2 ∝ |χ2 cos θ − χ1 sin θ|2 (8.4)

By normalizing χ1 to unity and setting χ2 = a exp(iϕ), the above equation can be rewritten

in a simple sinusoidal form as:

I2ω
θ ∝ 1− cosβ sin(2θ + γ) (8.5)

where

β = sin− 1

(
2a sinϕ

1 + a2

)
and γ = tan− 1

(
a2 − 1

2a cosϕ

)
. (8.6)

Interestingly, based on Eq. (8.3) and the definition of β, SHG-CD can be derived as:

CD =
I2ω

LCP − I2ω
RCP

I2ω
LCP + I2ω

RCP

= sinβ (8.7)

Thus, Eq. (8.5) and Eq. (8.7) show that the circular dichroism for SHG can be indepen-

dently obtained by two measurements - the ellipticity of the SHG for a linearly polarized

fundamental beam, or a direct measurement of the relative difference between the SHG

signals of the two opposite circularly polarized incident fundamental beams.

8.2.2 Effective third order susceptibility for C4 rotational symmetry

For THG processes, applying a C4 rotational symmetry reduces the third-order nonlinear

tensors to four independent elements. Hence, the third-order nonlinear polarization can be

expressed as:

P 3ω
x = ε0

[
χ1E

3
x + χ2ExE

2
y + χ3E

2
xEy + χ4E

3
y

]
(8.8a)

P 3ω
y = ε0

[
χ1E

3
y + χ2EyE

2
x − χ3E

2
yEx − χ4E

3
x

]
(8.8b)

where [15]

χ1 = χ(3)
xxxx, (8.9a)

χ2 = χ(3)
xxyy + χ(3)

xyxy + χ(3)
xyyx, (8.9b)

χ3 = χ(3)
xxxy + χ(3)

xxyx + χ(3)
xyxx, (8.9c)

χ4 = χ(3)
xyyy. (8.9d)
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8.3 Simulation and experimental setup
The section briefly overviews the specification and fabrication of the devices, the experi-

mental measurement process and the simulation methods used.

8.3.1 Experimental setup

The Trisceli- and Gammadion-type plasmonic nanostructures which have C3 and C4 sym-

metries, respectively, are fabricated on ITO coated BK7 glass substrates by using electron-

beam lithography and a lift-off process. As shown in Fig. 8.2, these two types of gold

nanostructures with thickness of 30 nm are arranged in triangular and square lattices with

periods of 400 and 500 nm, respectively. The Gammadion nanostructures are subsequently

covered by a thin layer of an organic conjugated polymer (PFO) with high third-order opti-

cal nonlinearity to enhance the efficiency of THG.

In most conventional SHG-CD measurements, oblique incidence of light is usually

employed to project a strong electric field component of light along the z-direction of the

sample. This geometry allows access to nonlinear susceptibility tensor components with

one or several z indices, which can be quite large in some materials [22, 23]. In particular,

the so-called chiral tensor components contain such z indices. Since we seek to minimize

the chiral contribution to SHG-CD and to emphasize an achiral SHG-CD instead, here, we

use a femtosecond laser beam under normal incidence to the sample surface to interact with

the nanostructures. Moreover, we used a low numerical aperture objective (NA = 0.1) to

minimize the projection of a polarization component along the propagation direction. The

signals of harmonic generation are then collected in the transmission direction. All linear

and nonlinear measurements have been carried out by S. Chen, F. Zeuner and G. Li at the

University of Birmingham and subsequently at the University of Paderborn.

PFO (100nm)

L=500nm

w=50nm

g=235nm

h=410nm

Glass

ITO (15nm)

Au (30nm)

w=50nm

r=110nm

d)c)a) b)

Figure 8.2: Geometric parameters of Gammadion- (a,b) and Trisceli-type structures (c). The z-
extend of the Trisceli-type structures is as that of the Gammadion-type structure, but it
are not covered with PFO. The white bars and the scanning electron microscopy (SEM)
images (d) indicate 500 nm. [Samples have been fabricated and characterised by SEM
imaging by G. Li at the University of Birmingham.]
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8.3.2 Simulation setup

The nonlinear optical response of the metasurfaces at the TH wavelength has been numeri-

cally calculated using the generalised source method described.

A few modifications to its formulations in Chapter 7 have been made: The three step

solution process of the undepleted pump approximation from Section 7.2 is maintained,

however the calculations at the fundamental frequency were performed by means of the

RCWA. This is to avoid the large runtime of GSM for metallic structures at longer wave-

lengths. The second modification is the incorporation of the TH source polarization

P3ω(r) = ε0χ
(3)(r) (E(r) ·E(r)) E(r) (8.10)

in step two of the calculation instead of Eq. (7.2). The nonlinear source polarisation P3ω(r)

depends on the complex field E(r) and the nonlinear susceptibility χ(3) of the respective

material at the location r. In particular, it is assumed that the optical nonlinearity of the

medium is homogeneous and isotropic, so that the nonlinear third-order susceptibility tensor

is described by a single quantity. The numerical values of this susceptibility in the cases of

Gold [24], PFO [25], and ITO [26] are

χ
(3)
Gold = 5.58× 10−20 m V−2, (8.11a)

χ
(3)
PFO = χ

(3)
Gold, and (8.11b)

χ
(3)
ITO = 10−20m V−2, (8.11c)

respectively. The linear material dispersion parameters are taken from Refs. [27, 28]

All simulation results for the Gammadion-type structure presented hereafter have been

obtained by the GSM (and RCWA at the fundamental wavelength) with a maximum of

N1 = N2 = 17 harmonics and NL = 100 GSM-layers for which convergence was reached.

In the case of SHG by the Trisceli-type structures, the convergence of GSM is very

slow due to the fact that the nonlinear effects come from the interfaces between gold and

the surrounding dielectric media (air and glass) and the high losses of Gold in the respec-

tive SH wavelengths. Instead, the SHG calculation is based on linear simulations at the

fundamental and second harmonic wavelengths by using COMSOL Multiphysics [29] fol-

lowing the method proposed by O’Brien et al. [30, 31], in which the SHG is calculated by

an overlapping integral between the nonlinear polarization at the metal-dielectric interfaces

and the near field distribution of the electric field when the metasurface is illuminated by

a plane wave at the second harmonic frequency. Simulations of the Trisceli-type structure

have been performed by S. Chen at the University of Birmingham.
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Figure 8.3: Measured (”Experiment”) linear transmission spectra of the Trisceli- and PFO-coated
Gammadion-type nanostructures for linearly (horizontally) polarized light, exhibiting
localized plasmon resonance at wavelength of 1165 and 1230 nm, respectively, which
agree well with the calculated (Simulation) transmission spectra. [Measurements of
linear spectra have been performed by S. Chen, F. Zeuner and G. Li at the University of
Birmingham. Simulations of the Trisceli-type structure have been performed by G. Li.]

8.4 Experimental and numerical investigation of Gammadion-
and Trisceli-type structures

8.4.1 Linear and nonlinear optical results

Figure 8.3 shows the measured transmission spectra of the plasmonic nanostructures for

horizontally polarized incident and transmitted light (HH) by using Fourier transform in-

frared spectrometer. The dips in the transmission spectra correspond to the excitation of

localized surface plasmon polariton modes of the Trisceli- and Gammadion-type plasmonic

nanostructures at wavelength of 1165 nm and 1230 nm, respectively, which are also con-

firmed by the numerical simulations: The calculated transmission spectrum for the Trisceli-

type structures agree well with the experiment in the location of the resonance, but under-

estimates its spectral width. The calculated plasmon resonance for the Gammadion-type

structure exhibits a similar spectral width. However, it is slightly shifted towards higher

wavelengths.

To characterize the frequency dependent nonlinear optical activity, the wavelength of

illuminating laser is tuned between λ0 = 1100 nm and λ0 = 1400 nm and the circularly

polarized SHG and THG signals are recorded with a spectrometer Fig. 8.4(a,d).

We found that SHG and THG signals from the plasmonic nanostructures have opposite

polarization states as compared to that of the illuminating laser. However, we also measured

extremely low SHG and THG with the same polarization state as that of the illuminating

laser although they are theoretically forbidden in the dipole approximation but can be ob-

served due to the imperfections of nanofabrication [10, 11].

For the SHG measurements, both the L-R and R-L spectra increase with wavelength up
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Figure 8.4: Polarization-dependent SHG and THG spectra of the Trisceli- and Gammadion-type
plasmonic nanostructures. Measured SHG and THG spectra with same (LCP-LCP and
RCP-RCP) and opposite circular polarizations (LCP-RCP and RCP-LCP) as that of the
illuminating light. Note, in the figure we used the abbreviation of L for LCP and R
for RCP, respectively. a,b) Measured (a) and numerically simulated (b) SHG spectra
for fundamental wave normally incident from Trisceli-type nanostructure direction to
substrate direction (front illumination). c) Measured SHG spectra for light incident
from the substrate side (back illumination), which are very close to the results of front
illumination but swapped between R-L and L-R. d,e) Measured (d) and simulated (e)
THG spectra under front illumination show pronounced difference between R-L and L-
R for fundamental wavelength with a bandwidth of around 150 nm. [Measurements of
nonlinear spectra have been performed by S. Chen, F. Zeuner and G. Li at the University
of Birmingham. Simulations of the Trisceli-type structure have been performed by S.
Chen.]

to 1160 nm. However, the L-R intensity drops abruptly with further increasing wavelength

above 1160 nm, while the R-L intensity keeps further increasing and peaks around 1220 nm.

As a result, there exists a large difference between the SHG intensities for the two circularly

polarized incident beams for wavelength above 1160 nm. Particularly, at around 1280 nm

wavelength, the SHG for the illumination with LCP light (L-R) drops almost to zero while

that for the illumination with RCP light (R-L) is very strong, leading to near unity value of

0.98 for SHG-CD at this wavelength.

Our measurements nicely confirm numerical simulations of the SHG and THG signals

from such structures, which also predict large differences between the two polarized signals

Fig. 8.4(b,e). The measured nonlinear spectra of the SHG intensity show similar features

as those of calculated SHG spectra. The slight discrepancy between the experiment and

the simulation might be due to both the deviation of the fabricated sample from the ideal
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design, and the limited precision of the simulation of the nonlinear signals due to their

extreme sensitivity to the local field distribution.

In an ideal achiral configuration of free standing C3 nanostructures without the

presence of substrate, it is expected that when the sample is flipped between the front

and reverse-side, SHG spectra are swapped between the two circular polarizations, i.e.,

I f
R→L(2ω) = Ib

L→R(2ω) and I f
L→R(2ω) = Ib

R→L(2ω) where ”f” and ”b” correspond to

front- and back-illumination of the fundamental wave, respectively. This is because flipping

the sample leads to a change of sign for either χ1 or χ2 (depending on flipping the sample

by rotating along x or y axis), but not both, and consequently results in reversal of the CD

effect based on Eq. (8.3). However, in the realistic case, the nanostructures are supported

by a substrate which breaks the symmetry along the z direction. To investigate into the role

of the symmetry breaking in the z-direction due to the presence of substrate on SHG-CD,

we perform an additional SHG measurement on C3 sample, now flipped such that the fun-

damental beam is incident from the substrate side, with the spectra shown in Fig. 8.4(c).

As can be seen from the figure, flipping the sample leads to exchange of the SHG spectra

between the two circularly polarized fundamental waves. This observation serves as direct

evidence that the observed SHG-CD is mainly due to the in-plane symmetry breaking alone,

which is of achiral nature.

For the C4 sample, the THG spectra also show pronounced difference between the two

circular polarization states over a broad frequency range between 1200 nm and 1400 nm

Fig. 8.4(d). While the THG spectrum for the R-L configuration exhibits a peak around

1280 nm nm wavelength, the L-R spectrum is almost featureless over the entire frequency

range. The THG intensity of the R-L configuration is approximately one order of magni-

tude greater than that of the L-R configuration at 1280 nm. Again, the simulation of the

THG signals exhibits similar features to those of the experimental results. However, the

relative differences between the THG of the two circular polarizations are not as large as

the measured values.

Based on the measured spectral results for both SHG and THG, as shown in

Fig. 8.5(a,c), we calculated the nonlinear CDs by (ILCP − IRCP)/(ILCP + ILCP). The

SHG-CD varies from negative to positive values, crossing zero around 1150 nm nm and

reaching near-unity value of 0.98 at 1280 nm. On the other hand, the THG-CD reaches its

maximum value of 0.79 at 1280 nm. We note that this is the first observation of THG-CD

on planar chiral plasmonic structures. Furthermore, the maximum value of the measured

nonlinear SHG-CD is much higher than that of the linear CD effect observed previously

from the Gammadion-type plasmonic nanostructures [13].

We also found very similar trends of the nonlinear CDs from the simulated SHG and

THG signals Fig. 8.5(b,d), where the simulated maximum values of the SHD-CD and the
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Figure 8.5: SHG-CD and THG-CD from the Trisceli- and Gammadion-type plasmonic nanostruc-
tures. a,c) Measured (Experiment) wavelength-dependent SHG-CD and THG-CD. The
values for the squares in (a) are obtained from the calculation of SHG-CD based on
the experimentally determined values of the effective nonlinear susceptibilities. b,d)
Corresponding numerically simulated (Calculation) nonlinear CD spectra for the struc-
tures. Both of the calculated SHG and THG spectra show similar trend as the measured
ones. While the peak of SHG-CD is close to the measured value, the calculated THG
has a much higher deviation from our experimental data, which can be attributed to the
imperfections of nanofabrication. [Measurements of nonlinear spectra have been per-
formed by S. Chen, F. Zeuner and G. Li at the University of Birmingham. Simulations
of Trisceli-type structures have been performed by G. Li.]

THG-CD are 0.637 at 1271 nm and 0.435 at 1301 nm, respectively. These values are some-

what lower than their respective measured values.

Above we showed that the nonlinear CD has to be related to the nonlinear suscepti-

bility tensor elements. In order to retrieve the effective susceptibilities of the SHG from

the Trisceli-type nanostructures, the SHG intensity as function of the rotational angle of

the analyser is measured for four different wavelengths: 1160 nm, 1180 nm, 1220 nm, and

1280 nm, for a fixed linear polarization of the illuminating light along the vertical direc-

tion. As illustrated in Fig. 8.6, the SHG intensities show a sinusoidal dependence on the
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Figure 8.6: Intensity of the SHG signal as function of the rotation angle of the analyser for Trisceli-
type plasmonic nanostructures. The results are obtained for linearly vertically polar-
ized illumination at wavelengths of 1160, 1180, 1220, and 1280 nm, respectively. The
square and triangular symbols represent the measured (”Exp”) and calculated (”Cal”)
results.[Nonlinear measurements have been performed by S. Chen, F. Zeuner, and G.
Li at the University of Birmingham. Simulations of Trisceli-type structures have been
performed by G. Li.]

analyser angle. At the shortest wavelength of 1160 nm, the minimum value is close to zero,

indicating that the SHG signal is linearly polarized at this wavelength. With the increase of

wavelength, the minimum value rises, indicating the increase of the SHG ellipticity. This

is consistent with the observation of vanishing SHG-CD at 1150 nm and its increase up to

1280 nm, as shown in Fig. 8.5.

By using Eq. (8.2), we can fit the curves and retrieve the values of χ2 with χ1 being

normalized to 1. This normalization of χ1 is well justified since we are only interested in the

structural effect but not the absolute nonlinear signal strength, and consequently only the

ratio between χ2 with χ1 is of relevance. From this retrieval we obtain for χ2: 4.5 + 0.8i,
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2 + 0.6i, 0.9 + 0.8i, and 0.13 + 0.68i for the fundamental waves at wavelength of 1160 nm,

1180 nm, 1220 nm, and 1280 nm, respectively. Based on Eq. (8.3) and the fitted values of

χ1 and χ2, we numerically calculate the SHG-CD (red squares in Fig. 8.5(a)), which agrees

very well with the directly measured SHG-CD. Thus, with two independent measurements,

we confirm the presence of near-unity SHG-CD at wavelength of 1280 nm for planar chiral

nanostructures.

8.5 Conclusions
In this chapter, near-unity nonlinear circular dichroism for both second- and third-harmonic

generation from suitably designed ultrathin Trisceli- and Gammadion-type plasmonic

nanostructures with three- and four-fold rotational symmetry we demonstrate. These two

kinds of nanostructures allow a symmetry controlled generation of circularly polarized SHG

and THG, respectively. Both giant SHG-CD and THG-CD are experimentally observed for

the planar plasmonic nanostructures with negligible linear optical activity. These experi-

mental results have been confirmed by numerical simulations using - in part - the numerical

methods developed in this work. Importantly, the observed SHG-CD is identified to have

an achiral origin. The simple fabrication of 2D plasmonic structures and wider applicability

of SHG and THG techniques also enable more freedoms in designing chip-type nonlinear

optoelectronic devices.
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Chapter 9

Enhanced magnetic second-harmonic
generation from resonant metasurfaces

9.1 Introduction
The nonlinear optical properties of nanostructures are known to differ substantially from

those of bulk media because they are affected by strong confinement and local reso-

nances [1–7]. It is well established that the strong field enhancement through formation

of ‘hot spots’ can dramatically boost nonlinear effects in metallic nanoparticles [8–11]. Im-

portantly, in the case of metamaterials, the nano-patterning leads not only to more efficient

nonlinear interaction, but also to completely new nonlinear regimes due to magnetic optical

response of the constituent ‘meta-atoms’. While exciting applications of the linear mag-

netic response of metamaterials for both metallic [12–16] and dielectric [17–19] structures

have been readily achieved at infra-red and even optical frequencies, the magnetic nature of

nonlinear optical phenomena in metamaterials is still largely unexplored.

We focus our attention on the process of second-harmonic generation, see Section 2.4.

For small nanoparticles, efficient SHG may be observed due to several factors, including

local field enhancement, deviation of the particle shapes from a symmetric one, surface

effects, etc. [20]. Importantly, the resonances in plasmonic and dielectric nanoparticles,

combined with a strong enhancement of the optical near-field, as well as the effective over-

lap of the interacting optical modes, allow for multi-fold enhancement of SHG [21–23].

It was recognized that the local field distribution depends drastically on the size, shape,

and mutual orientation of the nanoparticles, thus providing a way for design of artificial ma-

terials with required nonlinear optical properties [24–26]. Such nonlinearity engineering re-

sembles the engineering of nonlinear materials by chemical composition, where molecules

of different symmetries can be selected to enable the required nonlinear polarization [27,

28]. However, the top-down approach enables the ultimate design of any arbitrary nonlinear

polarization.

Most of the research in this field was performed for various types of (asymmetric)
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plasmonic nanoparticles where the field localization effects are much more pronounced.

Plasmonic metasurfaces exhibiting both electric and magnetic resonances have also been

studied, aiming at obtaining magnetic nonlinear response from such metasurfaces. In par-

ticular, works on SHG in split-ring resonator metasurfaces [29, 30] have described the SHG

signal as a contribution from the Lorentz force exerted on the electrons oscillating in the

split-rings. However, the exact contribution of the magnetic nonlinearity was not quanti-

fied. Other works on fishnet metal-dielectric-metal metasurfaces have attributed the SHG

signal predominantly to the surface SHG contribution, without the presence of magnetic

nonlinearity [31]. These discrepancies have created a certain controversy about the nature

of the observed harmonic generation from such resonant metasurfaces, namely if it arises

from the electric or magnetic nonlinear polarization of the metasurfaces. Subsequent works

have provided theoretical description of the physical mechanisms for achieving magnetic

and electric nonlinear response [32, 33], however experimental verification in optics is still

missing. In particular, the possibility to engineer the electric and magnetic nonlinear po-

larisabilities of the metasurface and the subsequent interference of second harmonic waves

can have important implication for directional nonlinear generation as proposed earlier [34].

Therefore, further studies about the exact origin, electric or magnetic, of the process of SHG

from resonant metasurfaces are required.

This chapter analyses experimentally and theoretically the SHG from an optical meta-

surface of metal-dielectric-metal nanodisks in the vicinity of optically-induced electric

and magnetic resonances. We demonstrate that resonant excitation of different modes of

nanoparticles allows for strong enhancement of SHG signal near the optically-induced mag-

netic resonance. The related theoretical analysis further shows that the SHG intensity is a

result of the electric quadrupolar and magnetic dipolar contributions of the nonlinear mate-

rial polarization.

The remainder of this chapter specifies the resonant nonlinear metasurface, which is at

the heart of this study, and the setup for the experimental and computational investigation in

Section 9.2. This is followed by the presentation of experimental and numerical results in

Section 9.3. In addition, this section presents a theoretical formalism for the radiation by a

periodic array of multipoles which is used to analyse the origin of the resonant enhancement

of generated SH. The main conclusions of this study will finally be drawn in Section 9.4.

9.2 Experimental and simulation setup

This section specifies the design and geometry of a nonlinear metasurface with enhanced

magnetic second-harmonic generation, explains fabrication, measurement and how it can

be modelled numerically.
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9.2.1 Device specification and experiment

For our experiments, we employ metasurfaces consisting of a regular array of metal-

dielectric-metal disk-like nanoparticles (meta-atoms). We use two metal disks separated

by a dielectric spacer to obtain two distinct resonant modes of the meta-atom excited by

incident light at two different wavelengths [35, 36]. The two resonances are associated with

co- and counter-propagating electric currents excited in the parallel metal disks. In par-

ticular, the counter-propagating electric currents result in non-zero electric quadrupole and

magnetic dipole linear response in the meta-atoms are therefore referred below as magnetic

resonances of the metasurface.

The SEM image of the fabricated metasurface is shown in Fig. 9.1(a). The inset shows

a side view of a single meta-atom. The samples are fabricated on a glass substrate using an

electron-beam lithography. The glass substrate is covered by a 10 nm thin conductive ITO

layer to prevent charging during the lithography. This is followed by an e-beam evaporation

of Au, MgF2 and Au layers and by a sequential lift-off procedure. The size of the patterned

area is 100 µm × 100 µm. In our sample, the thicknesses of the two Au disks and MgF2

layer are 30 nm. The meta-atom has a bottom diameter of 140 nm, with a small tapering

angle of 10◦ due to the evaporation procedure. The meta-atoms are arranged into a square

lattice with a 400 nm× 400 nm unit cell. The sample has been fabricated and characterised

by SEM imaging by S. Kruk at the Australian National University.

We study the second-order optical response of the metasurface for both TM and TE

polarizations of the pump beam and different angles of incidence ϕ, as shown schematically

in Figs. 9.1(b) and 9.1(c). The sample is illuminated from the top side (fundamental beam

spot size of 50 µm) and the TM polarized second harmonic signal is collected from the

substrate side. The SHG spectroscopy is studied experimentally by employing a Titanium-

Sapphire laser (100 fs pulses, 80 MHz repetition rate, tuning range from 720 nm to 855 nm,
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Figure 9.1: a) SEM image of a fabricated metasurface. Inset shows a side view of a single three-
layer meta-atom made of Au/MgF2/Au layers [The sample has been fabricated and
characterised by SEM imaging by S. Kruk at the Australian National University.]. b)
and c) Geometry of the SHG experiment for TM- and TE-polarized pump waves, re-
spectively. d) Geometry of the unit cell used in the simulations of the device.
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peak intensity in the focal plane 0.3 GW cm−2) as a source of the fundamental radiation.

The SHG radiation transmitted through the sample is collected by a lens with 0.17 NA

and is spectrally selected by a set of colour filters and a monochromator. The SHG signal

is detected by spectral measurements and exhibits a square-law dependence on the pump

intensity. In addition, we verified that the spectra of the nonlinear signal correspond to

the spectra of second harmonic. The nonlinear measurements have been performed by A.

Bykov et al. at the Lomonosov Moscow State University.

9.2.2 Simulation method

The linear optical behaviour of the metasurface is calculated by means of the RCWA. The

tapering angle of 10◦ is not directly taken into account. Instead, three RCWA layers con-

taining straight-walled Au-, MgF2- and Au-cylinders with diameters of 128 nm, 134 nm,

and 140 nm, respectively, are used in the simulations, as per Fig. 9.1(d). Additional and

independently, the linear transmission spectra have also been calculated by S. Kruk at the

Australian National University by using CST Microwave Studio [37] and they agree well

with the RCWA calculations.

The nonlinear optical response of the array of meta-atoms at the SH comprises sev-

eral possible contributions, namely the surface (local) and bulk (nonlocal) SHG from the

metallic nanodisks, as well as bulk (local) SHG from metallic disks and MgF2 dielectric

layer. However, because of the centrosymmetric nature of the Au crystalline lattice and

polycrystalline structure of MgF2, the last two contributions can be neglected. As a result,

the sources of the SH field can be described by the following nonlinear polarizations [38],

Ps
Ω(r) =ε0χ̂

(2)
s : Eω(r)Eω(r)δ(r− rs), (9.1a)

Pb
Ω(r) =ε0δ

′(Eω(r) · ∇)Eω(r) + ε0βEω(r)(∇ ·Eω(r)) + ε0γ∇(Eω(r) ·Eω(r)),

(9.1b)

where Ps
Ω and Pb

Ω describe the surface and bulk nonlinear polarization, respectively, and rs

defines the surface. The surface of metallic parts of the meta-atom possesses an isotropic

mirror-symmetry plane perpendicular to the surface, so that the surface second-order sus-

ceptibility tensor, χ̂(2)
s , has only three independent components, χ̂(2)

s,⊥⊥⊥, χ̂(2)
s,⊥‖‖, and

χ̂
(2)
s,‖‖⊥ = χ̂

(2)
s,‖⊥‖, where the symbols ⊥ and ‖ refer to the directions normal and tangent

to the surface, respectively. For gold, the corresponding values are [39]: χ̂
(2)
s,⊥⊥⊥ = -

(0.86 + 1.34i)× 10−18m2 V−1, χ̂(2)
s,‖‖⊥ = -(4.61 + 0.43i)× 10−20m2 V−1. χ̂

(2)
s,⊥‖‖ can

be neglected as compared with other components, whereas the bulk susceptibility is

γ = 7.13× 10−21 m2 V−1. Moreover, the dominant contribution to the bulk polariza-

tion comes from the third term in Eq. (9.1b), as in homogeneous media the second term

vanishes and the ratio between the first and third terms is about ν/ω, where ν is the damp-
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ing frequency (at optical frequencies, ν � ω) [40]; therefore, in our simulations we set

δ′ = β = 0. Note that we did not include in Eq. (9.1b) a fourth term that accounts for

the anisotropy of the medium because in our system the nonlinear bulk polarization is due

entirely to the free electrons, namely it is generated in an isotropic medium.

To calculate the response at the SH frequency, the nonlinear GSM is used. In contrast

to its formulation in Chapter 7 it is modified in two ways: The first of the three computa-

tional steps in Section 7.2.1, namely the linear calculation, is performed by the RCWA to

obtain the electric field, Eω, at the FF frequency. In the second step, nonlinear SH polariza-

tion Eq. (9.1) is calculated from Eω. In the third step, this nonlinear polarization is added to

the linear polarization at the SH and the linear GSM is used to compute the electromagnetic

fields at the SH frequency as well as the corresponding transmission and reflection coeffi-

cients. Simulations have been performed with N = 18 harmonics and each GSM layer had

a width of 1 nm.

9.3 Experimental and theoretical insights into second-harmonic
generation from a resonant metasurface

9.3.1 Linear and nonlinear resonances in gold nanodisks

First, we measure the linear transmission of the metasurface at normal incidence, as shown

in Figure 9.2(a), grey curve. These linear measurements have been performed by S. Kruk

at the Australian National University. The experimental spectra feature two resonances

centred at 640 nm and 790 nm wavelengths. The spectral position of these resonances in

numerically calculated transmission spectrum in Fig. 9.3(a) agrees well with the experi-

mental results. The numerically calculated resonances around 640 nm exhibits a stronger

decrease of transmission, whereas the RCWA underestimates the strengths of the second

resonance around 790 nm. The differences can be explained in two ways: First, the actual

sample differs from its specification due to potential shortcomings of the nano-fabrication

techniques. And secondly, the tapering angle was not directly taken into account in the

simulations, as was explained in Section 9.2.2.

Figure 9.2(a) shows the spectra of the SH intensity measured at the incidence angle

ϕ = 30◦ for two linear polarizations of the fundamental laser beam. Both SH spectra

show a pronounced efficiency enhancement near the resonance at 790 nm wavelength. Fig-

ures 9.2(b) and (c) show the angular dependence of the SH spectra for the two polarizations.

We note that at normal incidence the SHG efficiency nearly vanishes, as well as the SHG

from the substrate remains below the noise level for all angles of incidence. The vanish-

ing SHG at normal incidence is expected because the design of the metasurface elements

is close to centrosymmetric, even with the presence of a substrate and a tilting shape of

the meta-atoms, and hence the SHG process is almost prohibited. In contrast, for oblique
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Figure 9.2: Experimental results. a) Linear transmission of the metasurface (grey) at normal in-
cidence and second harmonic spectra for TM- and TE-polarized pump waves (red and
blue) measured for the incident angle of 30◦. [The linear measurements have been per-
formed by S. Kruk at the Australian National University.] b and c) Second-harmonic
intensity vs. pump wavelength and angle of incidence for TM and TE polarizations,
respectively. [The nonlinear measurements have been performed by A. Bykov et al. at
the Lomonosov Moscow State University.]

incidence surface polarisations contribute effectively to the frequency conversion, and the

SHG process becomes more efficient with an increase of the incident angle ϕ. In addition,

we observe a red-shift of the SH spectral maxima with an increase of the incidence angle ϕ

for both TE and TM polarizations of the fundamental beam.

In order to gain a deeper insight into our experimental results and we first calculate

the linear transmission for normal and 30◦ oblique incidence, see Fig. 9.3(a). The positions

of the resonances in the calculated spectra are in a good agreement with the experimental

data, corresponding to an electric resonance at approximately 640 nm and a magnetic one

at 790 nm. The transmission spectra at normal incidence are qualitatively similar to the

spectra at oblique incidence. A small red-shift of the resonant wavelength can be observed

for the oblique excitation. At the first resonance near 640 nm, co-propagating currents

are excited in the top and bottom metallic nanodisks of the meta-atom. At the second

resonance, counter-propagating currents are excited in the two metallic nanodisks, as shown

in Fig. 9.3(c).

The SH spectra for two linear polarisations of pump determined by this approach, are

shown in Fig. 9.3(b). Both SHG theoretical spectra are in a good agreement with the exper-

imental data, and they show pronounced maxima near the second (magnetic) resonance at

around 790 nm. Importantly, the theory predicts less efficient SHG near the first (electric)

resonance at 640 nm.
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Figure 9.3: Numerical results: a) Numerical transmission spectrum of the metasurface at normal in-
cidence (dashed black) and SH spectra for TM- and TE-polarized pumps (red and blue,
respectively) calculated for the incidence angle φ = 30◦. b) SH radiation spectrum in
direction of transmission for TM- and TE-polarized pumps (red and blue, respectively).
The grey line indicates the linear transmission at the FF. c) Schematic of the electric
currents distribution in a single meta-atom at the first and second resonant wavelengths.
Dashed lines visualize the displacement current.

9.3.2 Theory of multipolar expansion of the electromagnetic fields

Although the linear and nonlinear experiments and simulations already give some insight

into the nature of these two resonances, it is best revealed by applying the multipolar expan-

sion for the sources of the scattered field. The electric charges and currents of the meta-atom

give rise to electromagnetic multipoles. The first three terms in the multipolar expansion,

the electric dipole, magnetic dipole, and electric quadrupole, have the definitions [41, 42],

pω =

∫
Pω(r)dr, (9.2a)

mω = −iω
2

∫
r×Pω(r)dr, (9.2b)

Qω,jk =

∫
[3(rjPω,k + rkPω,j)− 2δjkr ·Pω(r)]dr. (9.2c)

Here Pω(r) = ε0[εr(ω) − 1]Eω(r) is the polarization at the location point r, with Eω(r)

being the electric field and εr the relative electric permittivity, and pω, mω, and Qω,jk are

the electric dipole, magnetic dipole, and electric quadrupole of the nanodisk meta-atom,

respectively. Importantly, Eq. (9.2) include the contributions of both displacement and con-

ductive currents if the frequency dispersion of εr is taken into account. We notice that, since

the contribution of the substrate into the far-field is shown to be negligible within the exper-

imental accuracy, the integration in Eq. (9.2) is restricted to the volume of the meta-atom.

9.3.3 Radiation by a periodic array of multipoles

The magnitude of multipoles can be misleading when quantifying their respective influence

on the total scattered field due to the interference among the radiation emitted by different
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Figure 9.4: Schematics of the wave scattering configuration. The lattice of multipoles and the Carte-
sian system in which the scattered fields are calculated have a common origin. The
observation point is located at a distance z0 from the plane of multipoles, the distance
between its projection onto this plane and the origin of the lattice being x‖.

multipoles and because not individual but a periodic array of multipoles is considered.

Therefore, in this section we will derive the formula for the intensity of light emitted

by a two-dimensional periodic distribution of multipoles, namely electric dipoles, magnetic

dipoles, and electric quadrupoles. We will present in detail only the case of a lattice of

electric dipoles, in the remaining two cases only giving the final formula for the wave in-

tensity. Thus, the periodic lattice is defined by the primitive vectors Λ1 and Λ2, meaning

that they are located at %n1n2 = n1Λ1 + n2Λ2, where n1 and n2 are arbitrary integers. We

assume that a plane wave with wavenumber k = ω
c = 2π

λ
, where ω and λ are the frequency

and wavelength of the wave, respectively, propagates along a direction defined by the unit

vector, n̂i, which makes an angle of incidence, θi, with the normal to the plane of multi-

poles. Since the electric dipoles are generated by the incoming plane wave, one can write

p(%n1n2) = p(0) exp(ikn̂i,‖ · %n1n2), where p(x) is the dipole at location x and n̂i,‖ is the

projection of n̂i onto the plane of multipoles.

The electric far-field at position x, generated by an electric dipole located at x′ (see

Fig. 9.4), is

Ep(x, x′) =
µ0ω

2

4π
[n̂× p(x′)]× n̂

eikr

r
, (9.3)

where r = x − x′ = rn̂. If the wavelength of the incident plane wave is much larger than
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the unit cell of the lattice the total electric field can be calculated by replacing the sum over

the electric dipoles with an integral over the plane of the lattice,

Ep(x) =
∑
n1,n2

Ep(x,%n1n2) ≈ 1

A0

∫
R2

Ep(x,%)d%, (9.4)

where A0 = ‖Λ1×Λ2‖ is the area of the unit cell of the lattice. Without loss of generality,

we can choose φi = 0, i.e. ki = k(sin θi, 0, cos θi), meaning that n̂i = (sin θi, 0, cos θi).

Then, by changing the integration variables to a cylindrical coordinate system centred at the

position of the projection of the observation point onto the plane of the lattice of dipoles,

the far-field in Eq. (9.4) can be expressed as:

Ep(x‖ + z0êz) =
µ0ω

2

4πA0

∫
R2

(n̂× p0)× n̂
1√

ρ2 + z2
0

e
ik
[√

ρ2+z2
0+n̂i,‖·(ρ+x‖)

]
dρ, (9.5)

where % = x‖ + ρ, x‖ being the distance between the origin of the lattice and the

projection of the observation point onto the lattice plane, and p0 = p(0). Expressing

n̂ = (cos θ cosφ, cos θ sinφ, sin θ) and ρ = (ρ cosφ, ρ sinφ, 0), this integral is transformed

to

Ep(x) =
µ0ω

2

4πA0
eikn̂i,‖·x‖

∫ 2π

0

∫ ∞
0

(n̂× p0)× n̂
ρ√

ρ2 + z2
0

e
ik
(√

ρ2+z2
0+ρ sin θi cosφ

)
dρdφ.

(9.6)

We now make another change of variable, ρ(θ) = z0 cot θ, so that (9.6) becomes

Ep(x) =
µ0ω

2

4πA0
eikn̂i,‖·x‖

∫ 2π

0

∫ π

0
(n̂× p0)× n̂

z0 cos θ

sin2 θ
eikz0(csc θ+sin θi cot θ cosφ)dθdφ

≡ µ0ω
2

4πA0
eikn̂i,‖·x‖

∫ 2π

0

∫ π

0
g(θ,φ; z0)eikz0f(θ,φ)dθdφ, (9.7)

where g(θ,φ; z0) = z0
cos θ
sin2 θ

[n̂(θ,φ)×p0]×n̂(θ,φ) and f(θ,φ) = csc θ+sin θi cot θ cosφ.

Since in the far-field region z0 →∞, the integral Eq. (9.7) can be evaluated using the

multi-dimensional form of the stationary phase approximation formula (see, e.g., Ref. [43]),

the result being

Ep(x) ≈ µ0ω
2

4πA0
eikn̂i,‖·x‖

2π

kz0
g(θ̃, φ̃; z0)eikz0f(θ̃,φ̃)

[
fθθ(θ̃, φ̃)fφφ(θ̃, φ̃)

]− 1
2
e
iπ
4
σ(θ̃,φ̃),

(9.8)

where (θ̃, φ̃) = (π/2 − θi,π) is the only stationary point of f with a nonvanishing contri-

bution to the integral and the constant σ(θ̃, φ̃) = sgn
(
fθθ(θ̃, φ̃)

)
+ sgn

(
fφφ(θ̃, φ̃)

)
= 2

for 0 < θi <
π
2 . After simple calculations, the integral Eq. (9.7) can hence be cast into the
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final form:

Ep(x) =
iωZ0

2A0 cos θi
(n̂i × p0)× n̂ie

ik(x sin θi+z0 cos θi) ≡ Ep0e
ikn̂i·x, (9.9)

i.e. the far-field is a plane wave with amplitude, Ep0 = iωZ0
2A0 cos θi

(n̂i × p0) × n̂i, and

direction of propagation, n̂i. Consequently, the corresponding Poynting vector is:

Sp(x) =
1

2
Re
{
Ep(x)×H∗p(x)

}
=

Z0ω
2

8A2
0 cos2 θi

|(n̂i × p0)× n̂i|2n̂i. (9.10)

In a similar way one can calculate the wave intensity emitted by lattices of magnetic

dipoles and electric quadrupoles. Thus, starting from the corresponding far-field expres-

sions,

Em(x, x′) =− 1

c

µ0ω
2

4π
n̂×m(x′)

eikr

r
, (9.11a)

EQ(x, x′) =− ik

6

µ0ω
2

4π
[n̂×Q(x′; n̂)]× n̂

eikr

r
, (9.11b)

one can easily derive the formulae for the corresponding radiated far-fields:

Em(x) =− 1

c

iωZ0

2A0 cos θi
n̂i ×m0e

ikn̂i·x ≡ Em0e
ikn̂i·x, (9.12a)

EQ(x) =− ik

6

iωZ0

2A0 cos θi
[n̂i ×Q0(n̂i)]× n̂ie

ikn̂i·x ≡ EQ0e
ikn̂i·x. (9.12b)

Combining results Eq. (9.10) and Eq. (9.12) one obtains the formula for the wave intensity

radiated at the fundamental frequency by the lattice of electric dipoles, magnetic dipoles,

and electric quadrupoles:

Iω =
Z0ω

2

8A2
0 cos2 θi

∣∣∣∣(n̂i × p0)× n̂i −
1

c
n̂i ×m0 −

ik

6
[n̂i ×Q0(n̂i)]× n̂i

∣∣∣∣2 . (9.13)

Note that if one makes the changes ω → Ω = 2ω and k → K = Ω/c = 2k, Eq. (9.13)

can be used to calculate the field intensity radiated at the second harmonic as well. This is

an immediate consequence of the quadratic dependence on the fundamental field of the po-

larization at the second harmonic. Thus, at the second harmonic the electric dipoles depend

on their location in the lattice via pΩ(%n1n2) = pΩ(0)e2ikn̂i,‖·%n1n2 = pΩ(0)eiKn̂i,‖·%n1n2 ,

and the same relation holds for the magnetic dipoles and electric quadrupoles. Therefore,

the field at the second harmonic is radiated along the direction of the incident wave, the

corresponding intensity, IΩ, being given by Eq. (9.13) with ω → Ω and k → K.
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9.3.4 Multipolar analysis of the resonant metasurface

We perform the multipolar expansion using Eq. (9.2) that provides us with a quantitative

analysis of the sources of the far-field at the pump by comparing their radiated intensity

according to Eq. (9.13). The results of this analysis are summarized in Figs. 9.5(a) and

9.5(b), and they suggest that the first resonance originates from the excitation of an electric

dipole, whereas the second spectral peak corresponds to the excitation of a mixture of mag-

netic dipole and electric quadrupole moments resonantly excited together with the electric

dipole. In addition, it can be seen that, for both types of the pump polarization, for wave-

lengths smaller than the wavelength of the magnetic resonance, the radiation emitted by the

multipoles interfere constructively so that the total radiated power is higher than the power

produced solely by the electric dipole. In the spectral region of the magnetic resonance and

beyond, destructive interference is observed and the total radiated power becomes lower

than that of the electric dipole alone.

To understand the difference in the SHG efficiency observed at the two resonances,

we employ a multipole expansion of the sources of the nonlinear field using a similar ap-

proach to that used at the FF. Specifically, we calculate numerically the distributions of

nonlinear electric currents and charges induced in the meta-atoms by the optical pump and,

subsequently, by using Eqs. (9.2) and (9.1), the nonlinear multipoles pΩ, mΩ, and QΩ,ij

associated with these distributions [42, 44]. We emphasize that in these calculations we

consider only the nonlinear source polarizations given in Eq. (9.1), with the linear polariza-

tion of the medium at the SH frequency being excluded. Consequently, the resonant effects

due to geometrical and material characteristics of the meta-atom on the radiative properties

of these multipoles are not incorporated into our analysis, which implies that the multipoles

are assumed to radiate as if they were in vacuum. By doing this, we want to separate the

purely nonlinear properties of those multipoles from the linear properties in the spectral re-

gion of the second-harmonic generation. We follow this procedure to calculate the spectra

of the first three terms of the multipolar expansion Eq. (9.2) induced in the meta-atom by a

pump wave incident onto the metasurface at the angle ϕ = 30◦.

Starting from the nonlinear optical response of a single meta-atom, we can now pro-

ceed to study the nonlinear properties of a metasurface created by a periodic square lattice

of such meta-atoms as described by Eq. (9.13). The power spectra corresponding to the

three types of multipoles, as well as the spectrum of the total emitted power are presented

in Figs. 9.5(c) and 9.5(d) for both TM and TE polarized pump, respectively. While there

are quantitative differences between these SHG spectra and those obtained using rigorous

calculations based on the GSM, see Fig. 9.3(b), both methods predict the same qualita-

tive features of the SHG spectra, namely two spectral peaks corresponding to the electric

and magnetic resonances, which are separated by a spectral region of weak SHG. More
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lengths and (c,d) second-harmonic wavelengths, for two polarisations of the pump at
the oblique incidence.

specifically, the radiated SHG intensity is dominated by the higher-order multipoles, elec-

tric quadrupole and magnetic dipole, with less than 3% contribution from the electric dipole.

Note that the spectral location of this weak SHG region, which can also be observed

in the experimentally measured spectra, as per Figs. 9.2(b) and 9.2(c), is essentially inde-

pendent of the angle of incidence of the FF beam. This observation confirms our theoretical

predictions of a vanishing nonlinear dipole moment at this particular frequency. In addition,

similarly to the linear optical response of the metasurface, these spectra illustrate that the

nonlinear properties of the metasurface are determined by subtle interference effects among

the radiation emitted by the three different types of multipoles, as observed in Figs. 9.5(c)

and 9.5(d).
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9.4 Conclusions
In this chapter, the second-harmonic generation from a resonant nonlinear metasurface com-

posed of metal-dielectric-metal nanodisks has been studied experimentally and numerically,

and the measured values and the results calculated by the RCWA and the nonlinear GSM

show good agreement. In addition, a multipolar analysis has been performed to identify

the electric and magnetic nature of its resonances. Importantly, the nonlinear radiation at

the higher wavelength, magnetic resonance is chiefly due to the excitation of higher-order

multipoles, namely the magnetic dipole and electric quadrupole, which are induced by the

pump wave at oblique incidence. This theoretical analysis is based on the numerical re-

sults obtained by the RCWA and the nonlinear GSM, which emphasises their relevance and

potential for the investigation and explanation of complex nonlinear phenomena in optical

diffraction gratings and metasurfaces. We believe these results will pave a way to estab-

lishing novel engineered nonlinear materials with enhanced harmonic efficiency, driven by

optically-induced magnetic resonances. This will find immediate applications in colloidal

chemistry, surface science, and catalytic chemistry [38, 45–47].
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Chapter 10

Conclusions and future work

Recent advances and novel concepts in photonics have attracted substantial attention, and

the design and the experimental investigation of nonlinear optical metamaterials and de-

vices containing 2D materials is thriving, leading to the development of novel applications.

While the immediate factors enabling these new developments in photonics consists of ad-

vances in nanofabrication and computational techniques, these new concepts could not be

implemented without a deep understanding of the theory of interaction of electromagnetic

fields with matter. More specifically, there is a need to gain insight into microscopic optical

processes on which the functionalities of photonic devices rely. This insight is largely pro-

vided by computational investigations, and although computational electromagnetics has

been instrumental in this endeavour, many challenging problems remain unexplored or still

await a rigorous analysis.

This thesis answered this need for advanced numerical methods and focussed on the

theoretical and computational description of optical interactions in periodic structures. It

developed numerical methods to enable the analysis of optical phenomena in microscopic

structures and the design and optimisation of photonic devices. In particular, I developed

computational methods for modelling nonlinear optical processes, a field of growing inter-

est, in diffraction gratings and other periodic structures, and novel 2D materials believed

to lead to ground-breaking developments in photonics in the near future. The numerical

methods I proposed here and their computer implementations help in the endeavour to fully

understand the intricate optical phenomena in complex periodic grating structures.

The next section will detail my original contributions to the area of computational

electromagnetics and outline some directions in which my work could be further extended

so as to increase its impact.

10.1 Contributions of this work
The contributions of this thesis to the field of photonics are twofold, the first thrust pertain-

ing to computational electromagnetics for photonic structures, the second class concerning

the analysis of nonlinear optical phenomena in nonlinear metasurfaces. Specifically, I have
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developed a comprehensive formulation of the RCWA to accurately describe the interaction

of light with periodic diffraction grating structures. This formulation incorporates important

developments to this numerical method and improves it in several significant aspects. Most

importantly, in this thesis, I facilitate the accurate calculation of electromagnetic near-fields

in the RCWA by remedying numerical artefacts that largely precluded the use of the RCWA

for the analysis of modern plasmonic structures and their nonlinear applications, which

are extremely reliant on the accuracy with which the electromagnetic near-field is calcu-

lated. In addition, the presented formulation incorporates the correct treatment of oblique

2D-periodic structures, improving the accuracy of their numerical simulation.

These improvements to the RCWA do not only help the advancement of numerical

analysis by merely providing their mathematical foundations. Instead, they are made avail-

able to researchers in the field of photonics: experimentalists without in-depth knowledge

of the RCWA and theorists alike. This was achieved by implementing this advanced method

into a commercial software code, OmniSim RCWA, which allows its users to better under-

stand and validate experimental results as well as to design and optimise periodic devices

with novel functionalities.

Moreover, I provided in my work a numerical method for the efficient modelling of pe-

riodically structured 2D materials. This substantial modification of the RCWA distinguishes

itself in three ways from previous work: First, my formulation of the RCWA for 2D mate-

rials is not limited to graphene but can incorporate arbitrary 2D materials without making

assumptions of their effective thickness. Secondly, these materials can be embedded in a

periodic device, which can also comprise periodically patterned bulk-materials. And finally,

the formulation presented in this thesis, enables the numerical modelling of nonlinear opti-

cal effects in these 2D materials. Importantly, these nonlinear calculations are only possible

by means of accurate near-field calculations, which further emphasises the importance of

this improvement to the RCWA.

In addition to these contributions to the theory of computational photonics, I provided

a comprehensive overview of linear and nonlinear optical properties of 2D materials and

numerically investigated their resonant behaviour when incorporated in certain photonic

structures. To show the capability of this nonlinear RCWA for 2D materials, I used its

software implementation to propose designs of resonant periodically patterned waveguides

with spectrally selective enhancement of second- and third-harmonic generation.

Based on a different numerical method for linear diffraction, namely the generalised

source method, I developed an efficient numerical method for the investigation of bulk

higher-harmonic generation in periodic photonic structures. With this method, I validated

experimental results pertaining to nonlinear plasmonic metasurfaces, and thus helped the

understanding of novel nonlinear optical concepts, namely large nonlinear optical activity
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of achiral origin and resonantly enhanced SHG due to higher-order multipolar excitation. To

explain the latter, this thesis also provided an analytical formulation for multipolar radiation

from periodic lattices of multipoles.

10.2 Future prospects
The research into the remarkable potential of metamaterials and 2D materials emerging

from novel and physical properties related to such structures, such as negative index of re-

fraction and optical cloaking, is growing at an increasing rate. Despite the fact that progress

has been made throughout the last decade, this potential is far from being exhausted. The

computational methods presented in this thesis are highly suitable tools to facilitate this en-

deavour, as was demonstrated throughout this work; they delivered valuable insights into

the nonlinear optical processes in structured materials at the nanoscale. In addition to their

current scope, the nonlinear RCWA and nonlinear GSM have increasing future potential.

Thus, this work can be extended and built upon in different ways to meet the future needs

of physicists and developers of photonic applications and to drive innovation in the field of

photonics.

The most important potential extension of the numerical methods presented in this

thesis aims at an increasing complexity of the devices that they can model. The formulation

of the nonlinear RCWA and the GSM makes use of the undepleted pump approximation,

which is a suitable approximation for most practical scenarios and which facilitates the

simulation of a large number of nonlinear processes in photonics heterostructures, including

sum- and difference-frequency generation and higher-harmonic generation. However, in

order to facilitate the study of nonlinear processes that can not be easily described in this

approximation, most importantly the optical Kerr effect as its manifestations in self- and

cross-phase modulation effects, a self-consistent iteration of the calculation scheme would

be required. Such an iteration will, moreover, increase the validity of the simulation process

of very high light intensities, for which the undepleted pump approximation might break

down.

Although the setup of many experimental investigations is not exactly represented

by the plane wave incidence, which is assumed in the computational methods described

throughout this thesis, it is a valid approximation in many practical cases. To overcome this

limitation, the nonlinear formulations of the RCWA and GSM can be adapted to allow for a

more complex spatio-temporal profile of the incident field, namely non-harmonic time de-

pendence and inhomogeneous wavefront. Both these features can be implemented in these

two methods by simple a superposition of multiple incident plane waves with different har-

monic time dependence and different wavevector. In order to achieve this supposition in the

nonlinear part of the calculations, special care would be required.

In contrast to this general input onto a periodic structure, it would be worthwhile to
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also consider isolated objects for investigation by means of the nonlinear RCWA and GSM.

Such isolated structures can practically be modelled by the methods in this thesis, simply by

employing a large period between an isolated object and periodic copies thereof. However,

it would be beneficial to incorporate the known algorithmic techniques for linear aperiodic

structures into the nonlinear formulation of the RCWA to increase its scope of application

even further.

Higher complexity of a photonic device manifests itself not only through more com-

plex nonlinear processes therein, but also through a more intricate structural composition.

Moreover, to predict and design the functionality of a photonic system, it would be highly

beneficial to be able to simulate a continuum of different photonic devices, such as diodes,

waveguides, gratings, and detectors, which create, guide, manipulate and finally detect the

light therein. Each of these photonic components requires accurate and highly efficient

numerical simulation techniques. Moreover, their mutual interactions must be fully in-

corporated in the suit of numerical methods designed for this device ”continuum”. The

numerical methods presented in this thesis are highly suitable to become part of such a set

of computational tools for optical simulation of large-scale photonic applications.

The computational requirements of more complex devices and practical settings can be

stated as follows: their accurate simulation substantially increases the computational effort,

which is necessary to calculate their electromagnetic fields and therefore characterise their

functionality. In respect of the nonlinear RCWA and the nonlinear GSM, additional com-

putational efficiency can be achieved in several ways. As we have seen, the runtime of the

RCWA and the GSM depends chiefly on the number of harmonics uses in the calculations.

Theoretical approaches to reduce the number of harmonics necessary for obtaining con-

verged results would therefore highly improve the efficiency of these methods. The NVF

approach to Fourier factorisation fulfils this need to a wide extent, however, by incorpora-

tion of adaptive spatial resolution into the mathematical formulation of the nonlinear RCWA

and the GSM, this situation could be further improved. The computational efficiency of the

nonlinear GSM can be further improved by taking a different theoretical path. Although

the structure of the large liner system of equations, which results from the discretisation

in the GSM, is already employed by the iterative solver, this iterative solver exhibits some

inefficiency in the case of metals and high-index dielectrics. Employing a different iter-

ative linear solver, or by designing a suitable preconditioner for this system of equations,

the efficiency of the nonlinear GSM could be further increased. Apart from these theoreti-

cal improvements to the numerical methods introduced in this thesis, they can also benefit

greatly from more technical changes to their computer implementation. The implementa-

tions of both the OmniSim RCWA and the nonlinear GSM used in the completion of this

work are parallelised within the shared memory framework and hence take advantage of
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modern multi-core computer systems. By changing their software implementation to em-

ploy a distributed memory model, they could also harness the computing power of larger

computer clusters and high-performance computing facilities. These changes would allow

the simulation of larger, more complex photonic devices and substantially decrease the time

required to investigate their functionality or to optimise their design.

The two numerical methods at the heart of this thesis, the nonlinear RCWA and the

nonlinear GSM, complement each other, as they allow the simulation of higher-harmonic

generation in optically nonlinear 2D materials and in the remaining, bulky parts of a diffrac-

tion grating, respectively. An important step for their future development would therefore

logically be to combine this functionality into a single algorithmic approach, in order to rig-

orously calculate harmonic generation from all parts of a complex 2D-3D heterostructure

simultaneously by using a single numerical method.

Bringing all these ideas into the realm of reality presents a series of intellectual chal-

lenges and it excites me to be part of this great endeavour aimed at eventually overcoming

all these obstacles.



Appendix A

Bloch’s Theorem for diffraction gratings

In this section a variation of Bloch’s theorem for gratings is derived. It is similar, but

different from the conventional formulation of Bloch’s theorem for photonic crystals [1, 2]

due to the more general choice of periodic structure.

Let εr be a permittivity distribution with arbitrary z-dependence, which is periodic in

the transverse x-y-plane with primitive lattice vectors Λ1 and Λ2:

εr(r) = εr(r‖ + ezz) = εr(r‖ + ezz + R‖) for all R ∈R := R(Λ1, Λ2) (A.1)

Its 3D Fourier transform with coefficients ε′r can hence be simplified to a Fourier transform

in z and a Fourier series in x-y:

εr(r‖ + ezz) =

∫
R3

εr(h)dh =
∑

G∈G‖

∫
R
εr(G‖ + ezhz)dhz (A.2)

where G‖ := {G ∈ G(Λ1, Λ2) with Gz = 0} denotes set of reciprocal lattice vectors with

vanishing z-component.

Assume that E(r,ω) solves Maxwell’s equations Eq. (2.9) for the periodic permittivity

εr(r) from Eq. (A.1) and consider its 3D Fourier transform

E(r,ω) =

∫
R3

A(k)dk (A.3)

with vectorial amplitude coefficients A(k). Inserting this and Eq. (A.2) into Maxwell’s
equations Eq. (2.9d) and Eq. (2.9c) yields for all r ∈ R3

0 =

∫
R3

(
k× (k×A(k)) + ω2c−2

∫
R3

ε(h)A(k− h)dh

)
eik·rdk (A.4)

0 =

∫
R3

k× (k×A(k)) + ω2c−2

∫
R

∑
G‖∈G‖

ε(G‖ + ezhz)A(k−G‖ − ezhz)dhz

 eik·rdk
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For this integral to vanish for all r, the integrand has to vanish for all k

k× (k×A(k)) + ω2c−2

∫
R

∑
G‖∈G‖

ε(G‖ + ezhz)A(k−G‖ − ezhz)dhz = 0. (A.5)

This implies that for a given k the value of A(k) is only related to A(k−G‖ − ezhz) for

G‖ ∈ G‖ and all hz , but is independent of A(k−G‖ − ezhz) if G‖ /∈ G‖.

Collecting the contributions of A(k−G‖ − ezhz) for G‖ ∈ G‖ and all hz allows the

definition of an independent solution for each k‖ ∈B

E′k‖
(r,ω) =

∫
R

∑
G‖∈G‖

A(k‖ −G‖ − ezhz)e
i(k‖−G‖−ezhz)·rdhz

=
∑

G‖∈G‖

Ã(k‖ −G‖, z)e
−iG‖·r‖eik‖·r‖ = uk‖(r‖, z)e

ik‖·r‖ (A.6)

where the amplitude uk‖(r‖, z) is periodic in r‖ and arbitrary in z, and eik‖·r‖ encodes a

phase shift in the periodic plane. Finally, an integration of Eq. (A.6) for all vectors in the

first Brillouin zone yields the total field E

E(r,ω) =

∫
k‖∈B

E′k‖
(r,ω).
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Plane wave expansion by diffraction orders
in homogeneous regions

The electromagnetic fields in homogeneous regions with relative permittivity εr can be eas-

ily expanded in a series of plane waves. In the current setting, these homogeneous regions

are the cover and substrate, as well as any homogeneous bulk layers in the grating. Due to

the periodicity of the remaining grating structure, the EM fields are pseudo-periodic also in

homogeneous regions. Therefore only the discrete diffraction orders contribute to the total

EM field.

The two different cases of homogeneous layers have already been mentioned: A ho-

mogeneous layer inside the grating structure z = 0, . . . ,h is defined by its top and bottom

coordinates z+ and z−, respectively. By contrast, if the homogeneous layer is the cover (or

the substrate), the bottom (top) coordinate is given directly by z− (z+)). The top (bottom)

coordinate of the cover (substrate) is formally given by +∞ (−∞), which is not suitable

for calculations. Therefore z+ = z− is chosen here for cover and substrate.

Thus, let k±m = (km,x, km,y,±km,z)
T = kmv̂±m be a given wavevector of diffraction

order m = (m1,m2) ∈ {−N1, . . . ,N1} × {−N2, . . . ,N2} in the medium with relative

permittivity εr, with length km = k0
√
εr and directional unit vector v±m, where kmz =√

k2
m − k2

mx − k2
my. According to Maxwell’s equations 2.9, the directions of the EM fields

E and H are transverse, i.e. orthogonal to km and to each other. To describe this, one can

define the triplet of pairwise orthogonal vectors of unit length v̂±m, p̂±m and ŝm with

ŝm =
v̂±m × ez
γ̂m

= γ−1
m (kmy,−kmx, 0)T (B.1a)

p̂±m = ŝm × v̂±m = k−1
m γ−1

m

(
∓kmxkmz,∓kmykmz, γ2

m

)T (B.1b)

where γm =
√
k2
mx + k2

my is the transverse length of the wavevector. The total, pseudo-
periodic EM fields in this homogeneous region are hence described by the superposition of
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the fields of up-/downward propagating diffraction orders and hence given by

E±(r) =
∑
m

(
ŝmc

±
s,m + p̂±mc

±
p,m

)
exp

(
ikmxx+ ikmyy ± ikmz(z − z±)

)
, (B.2a)

ε−1/2
r Z0H

±(r) =
∑
m

(
p̂±mc

±
s,m + ŝmc

±
p,m

)
exp

(
ikmxx+ ikmyy ± ikmz(z − z±)

)
(B.2b)

where c±s,m and c±p,m denote the transverse electric and transverse magnetic field coefficient,

respectively. In this formulation, both the TE coefficients c±s,m and the TM coefficients c±p,m
have the electric field dimension, V m−1.

Equation (B.2) can easily be rearranged to agree with the formulation of an RCWA

mode given in Eq. (3.53), where the TE and TM parts of the diffraction orders take the role

of RCWA modes: ŝm and p̂m define the Fourier series coefficients of the mode profile, the

propagation constant is given by kmz/k0, and the excitation by c±s,m and c±p,m. Therefore,

the fields everywhere in and around the grating can be described by Eq. (3.53).

An additional and important aspect of the plane wave expansion is the magnitude of

the energy flow (in W m−2) along the principle direction (z) of a diffraction grating [3]:

Sm = Ss,m + Sp,m =
1

2

√
ε0
µ0

Re (kmz/k0)
(
|c±s,m|2 + |c±p,m|2

)
(B.3)
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The discrete Fourier transform and Toeplitz
matrices in RCWA and GSM

The two numerical methods in the focus of this thesis, RCWA and GSM, are based on the

Fourier series decomposition of the structure and the EM solution of Maxwell’s equations.

The connection between Fourier series and the discrete Fourier transform (DFT), the impor-

tant role of Toeplitz matrices, their properties and a fast multiplication of Toeplitz matrices

are over viewed here.

C.1 Calculation of Fourier series coefficients by the FFT

The discrete Fourier transform (DFT) and its inverse (iDFT) are defined in 1D for a pair of

vectors Z, r ∈ CM [4, Chapter 12]

Zj+1 =

M−1∑
k=0

rk+1w
−jk, for 0 ≤ j < M and (C.1)

rj+1 =
1

M

M−1∑
j=0

Zk+1w
jk, for 0 ≤ k < M , respectively, (C.2)

where wM = exp(2πi/M) is the M th complex root of -1.

The calculation of the DFT in its original form is computationally not optimal with

asymptotic runtime of O(M2). Instead, the fast Fourier transform with asymptotic runtime

of O(M logM) is used, see Ref. [5]. The FFT is used chiefly in two different ways in the

RCWA and GSM. The first is in the transverse discretisation of the permittivity, and will be

explained now.

Instead of directly evaluating the defining integral of the Fourier series coefficients of

e.g. the permittivity Eq. (3.19) by numerical integration, the FFT can be employed after a

small modification. The defining integral for the nj = −Nj , ...,Nj Fourier series coeffi-

cient with respect to v = x (j = 1) or v = y (j = 2) of a scalar function f(v) in RCWA
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and GSM is given by

[f ]nj = fnj :=
1

Λj

∫ Λ1

0
f(v) exp(−inj

2π

Λ1
v)dv (C.3)

and is discretised by means of the midpoint rule with Mj > 2Nj points vk = Λj
k+0.5
Mj

,

k = 0, ...,Mj − 1

fnj ≈
1

Mj

Mj−1∑
k=0

f(vk) exp(−inj
2π

Λj
vk) =

1

Mj

Mj−1∑
k=0

f(vk)w
−njk
Mj

w
−0.5nj
Mj

(C.4)

Defining ñj = nj +Nj ∈ {0, . . . , 2Nj} one finds

Zñj+1 := fñj−Nj ≈w
−0.5ñj
Mj

1

Mj

Mj−1∑
k=0

f(vk)w
(k+0.5)Nj
Mj

w
−ñjk
Mj

=w
−0.5ñj
Mj

1

Mj

Mj−1∑
k=0

rk+1w
−ñjk
Mj

(C.5)

where rk+1 := f(vk)w
(k+0.5)Nj
Mj

. Equation (C.5) allows the application of the FFT as it

is equivalent to the definition of the DFT Eq. (C.1) up to the factor w−0.5ñj
Mj

1
Mj

. The FFT

formally returns Mj complex coefficients Zñj+1, ñj = 0, . . .Mj . The actual Fourier series

coefficients are given by selecting fnj = Znj+Nj+1 for nj = −Nj , . . . Nj .

One might ask, what advantage has the choice of a high number of integration points

Mj , when in the end, only 2Nj + 1 coefficients are used. This is answered immediately

by the definition of the Fourier series coefficients in terms of the integral Eq. (C.3). The

accuracy of all numerically obtained coefficients fnj , −Nj ≤ nj ≤ Nj , is determined

by the accuracy of the numerical integration Eq. (C.4) and hence by Mj . Therefore it has

to be stressed, that the FFT is used simply as the efficient implementation of a numerical

integration scheme. This efficiency can be quantified: the computational cost of the FFT

to calculate Eq. (C.5) is O(Mj logMj). This is typically much smaller than the cost of the

direct evaluation of Eq. (C.4), which is of the order O(NjMj).

This derivation generalises immediately to the 2D integrals, e.g. Eq. (3.19), because

it was independent of the coordinates x and y. Analogous considerations allow the Fourier

series reconstruction Eq. (3.20) to be performed by the iDFT.

C.2 Fast multiplication of Toeplitz matrices
The second appearance of the DFT in RCWA and GSM is in the fast multiplication of

matrices of Fourier series coefficients with vectors, e.g. Eq. (3.26).

This is achieved by making use of the properties of circulant matrices and Toeplitz
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matrices [6]. The circulant matrix C{c} of a vector c = [c0, . . . cN−1] is defined as

C{c} =



c0 cN−1 cN−2 . . . c2 c1

c1 c0 cN−1 . . . c3 c2

c2 c1 c0 . . . c4 c3

...
...

...
. . .

...
...

cN−2 cN−3 cN−4 . . . c0 cN−1

cN−1 cN−2 cN−3 . . . c1 c0


(C.6)

The multiplication of C{c} with a vector x = [x0, . . . ,xN−1], b = C{c}x is hence

given by the circular convolution of c and x:

bi = (C{c}x)i =
N−1∑
j=0

c̃i−jxj for i = 0 . . . ,N − 1 (C.7)

where c̃k = ck+N if k < 0 and c̃k = ck if k ≥ 0.

Therefore C[c] diagonalizes under the DFT, i.e.

C{c} = W∗N diag(WNc)WN/N , (C.8)

where the entries of WN are given by WN ;i+1,j+1 = wijN .

Therefore, the multiplication of C{c}x can be rewritten as

C{c}x = W∗N diag(WNc) (WNx) /N (C.9)

where all operations are either multiplication with diagonal matrices (O(N)) or calcula-

tions of the DFT (WNx), which are implemented using the FFT with (O(NlogN)). This

constitutes the fast multiplication of circulant matrices.

The matrices of Fourier series coefficients in RCWA and GSM are not circulant, but

of Toeplitz type, i.e. for a vector a = [a−N , . . . , a0, . . . aN ] ∈ C2N+1 the Toeplitz matrix

T{a} ∈ C(N+1)×(N+1) is given by

T{a} =



a0 a−1 a−2 . . . a−N+1 a−N

a1 a0 a−1 . . . a−N+2 a−N+1

a2 a1 a0 . . . a−N+3 a−N+2

...
...

...
. . .

...
...

aN−1 aN−2 aN−3 . . . a0 a−1

aN aN−1 aN−2 . . . a1 a0


(C.10)

Obviously, each circulant is a Toeplitz matrix, however, a Toeplitz matrix is not necessarily
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a circulant matrix. Instead, each Toeplitz matrix can be embedded in a larger circulant

matrix of size (2N + 2)× (2N + 2)

C{a0:N , 0, a−N :−1} =

[
T{a} B

B T{a}

]
(C.11)

where the off-diagonal sub matrix B = T{a1:N , 0, a−N :−1} is also of Toeplitz type.

Multiplication of a Toeplitz matrix T{a} with a vector x ∈ CN+1 can hence be for-

mally written as circulant multiplication

T{a}x = C{a0:N , 0, a−N :−1}
[
x

0

]
. (C.12)

Therefore Toeplitz matrix-vector multiplication can be performed efficiently, i.e. with

asymptotic runtime of O(N logN), by means of the FFT as in Eq. (C.9).

One can analogously find for te case of 2D periodicity that the matrices of Fourier

series coefficients are block-Toeplitz-Toeplitz matrices. Such a matrix consists of blocks,

which are arranged in a Toeplitz fashion and which encode the dependence on one direction

of periodicity (e.g. y), and each block itself has the Toeplitz property and encodes the

dependence on the other direction of periodicity (x).
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