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Abstract—This paper discusses the issues of stability within
dynamic networks, and in particular we try to understand what
stability is within this context. Traditionally networks have been
viewed as being a relatively stable layer over which traffic is
routed. The traffic flows and the routing updates have been seen
as sources of instability. Recently, a large number of emerging
and proposed networks have had the common characteristic of
being dynamic in the sense that links and/or nodes can appear
and disappear on a very short time scale (seconds or minutes).
Such networks present a particular challenge in terms of the
analysis of stability. In addition to the traditional methods by
which instability can arise in a network, these networks have
new modes by which instability can arise. This paper discusses
these new forms of instability and potential issues thay may arise.

I. INTRODUCTION

This paper discusses the subject of assessing stability in
dynamic communications networks. The study of dynamic
networks is a well-established field in mathematics which con-
siders the property of time-varying graphs. In the case of this
paper, the specific subject of study is computer networks which
change their topology relatively rapidly in time. Traditionally
networks have been viewed as being a relatively stable layer
over which traffic is routed. Such networks add links and nodes
relatively slowly as operators connect new machines to the
network or add links between existing machines. However, an
emerging class of networks has been identified which changes
their behaviour rapidly in an automatic way. For example, in
the case of a cloud network, new nodes are brought online
when a task puts too much load on existing nodes. In the case
of a mobile ad-hoc network, links between nodes are mediated
by unreliable communication links which are a product of each
node’s position in space and these links change as the nodes
move.

Within this paper stability is not to be understood in the
formal technical sense embodied in mathematical formulations
such as Lyapunov stability, Nyquist stability or Dijkstra’s self-
stabilisation concept for distributed algorithms [1]. Instead,
stability and instability here simply refers to the notion of
a system which exhibits “rapid” or “large” changes which
may be detrimental to the system performance. The terms
“rapid” and “large” are deliberately not defined here since
these depend on context (a change in the overall topology of

a network would be “rapid" if it took a few minutes but traffic
on a link can change markedly in a sub-second timescale).

The paper presents a taxonomy of the areas of instabilities
(in this looser sense) that will help in the categorization of
instabilities in dynamic communications networks and how
they can be assessed and addressed using various measures.
In a traditional (non-dynamic) network, it is the traffic flows
and the routing updates have been seen as sources of instabil-
ity. Considerable progress has been made in understanding
this area over the years, for an early review see [2]. For
understanding stability in dynamic networks less progress has
occurred, however [3] has addressed some issues and created
some measures.

Recently, a large number of emerging and proposed net-
works have had the common characteristic of being dynamic
in the sense that links and/or nodes can appear and disappear
on a very short time scale (seconds or minutes). In addition
to the traditional traffic flows and route changes by which
instability can arise in a network, these networks have new
modes by which instability can arise. Such networks present a
particular challenge in terms of the analysis of stability. Initial
attempts have been made in this area, including [4] and [5].

When stability is considered just over the domains of
routing and the control plane, the problem has been researched
for a number of years [6], [7]. Formal approaches to the
problem include that of Kelly and Voice [8] who develop
a decentralised algorithm for routing and rate control which
is shown to be stable (in the sense that all points in the
system converge to an optimal equibrium point) in a fluid flow
approximation and of Hollot et al [9] who develop a dynamical
systems approach to routing multipath TCP with guaranteed
stability.

In this paper we discuss these new forms of instability and
highlight the potential issues that may arise. Much of the work
has been done within the context of the UniverSELF [10]
project, which is investigating a unified management frame-
work that targets the embedding of autonomic management in
any type of network in a consistent manner. The paper has the
following structure: Section II describes the different ways in
which dynamic networks can be stable or non-stable. Section
III describes some potential measures of instability. Section
IV describes future research directions for this problem.



A. Types of dynamic communications network

The work presented here is within the field of highly dy-
namic networks: networks where nodes and links are regularly
added or removed at short notice. This section provides a
short summary of the dynamic networks context for the paper.
Dynamic networks include virtual networks, logical networks,
cloud computing networks, mobile ad-hoc networks, sensor
networks and the Internet of Things.

In mobile ad-hoc networks (MANETS), links and nodes
may appear and reappear spontaneously with no prior notice
[11], [12]. Sensor networks are another environment where
the dynamic network is extremely important [13], [14], [15].
In this context the limited power budget gives increased
importance to reducing the overall network traffic. A common
management approach for such networks is that data collection
will occur at many nodes but data is sent to one of a
set of chosen nodes (sometimes termed “cluster-heads") for
aggregation. The problem is one of choosing cluster heads
which minimise power drain but do not put much traffic on
the network [16]. A recent, related idea is that of the Internet
of Things [17], [18] where many millions of objects are used,
for example via RFID tags, forming a highly dynamic network
where nodes and links may appear and disappear quickly but
the network is still existant.

A well-known dynamic network context is virtual networks
[19], [20]. Virtual networks are a collection of virtual nodes
connected together by a set of virtual links to form a virtual
topology. In such networks, links and nodes may be reconfig-
ured quickly and may be, for example, powered down to save
energy or the node may be redeployed to a different logical
area of the network. Both of these events are taken here to
be equivalent to a node “death". On the other hand, virtual
nodes may be brought online to deal with resources which
are near their limits for bandwidth or CPU power. They are
characterised in the literature either as a main means to test
new Internet architectures or as a crucial component of future
networks [21], [22].

Multiple logical networks can co-exist above the same
physical substrate infrastructure. They can take the form of
virtual private networks [23], programmable networks [24],
overlay networks [19] or virtual networks [25]. The virtual
nodes and links form a virtual topology over the underlying
physical network.

An important area in dynamic networks are those aspects
represented by the inter-connection and inter-operation of
several heterogeneous dynamic networks sharing their re-
sources, particularly in a virtualized manner. Resources such as
processing, storage, and communication resources of multiple
domains and networks can be made available for aggregation
to support the provision of any service in a pervasive man-
ner. Such networks are commonly called Software Driven /
Software Defined Networks [26], [27], [28], [29].

Another area where highly dynamic networks are important
is in the area of cloud computing. The EU project RESER-

VOIR [30], [31] studied federated cloud computing and the
interactions between a distributed system of computing clouds.
Each service in a federated cloud presents another type of
dynamic network.

II. A TAXONOMY OF INSTABILITY

In this section a taxonomy is given for the areas of in-
stability in dynamic communications networks. Throughout it
should be remembered that this paper refers to stability in a
less formal sense than concepts from dynamical systems.

In the case of traditional networks then instability can arise
in various areas. The traffic itself can be unstable, perhaps
because of large fluctuations in demand, perhaps because of
protocol instabilities and so on. The management mechanisms
for the traffic can produce fluctuating outputs, for example
continual announcements and withdrawal of routes, which
can be seen as an instability. The interaction between the
varying traffic loads and the routing changes can lead to further
instability. For example, the well-known phenomenon of route
flap [32] occurs when a subset of prefixes has excessive
numbers of announcements made about its reachability. This
is, in itself, a management instability. However, if traffic is
being routed to the prefixes in question then the management
instability will lead to traffic instability as traffic to the affected
prefixes rapidly switches its route through the network.

In addition to the management/control level and the traffic
level in dynamic networks, further potential instability can
be observed at the graph level. That is by the addition or
removal of nodes and links which are part to the network’s
structure. The very nature of a dynamic network means that
such links and nodes will be added and removed on an on-
going basis as the network and the demands on it evolves.
The question is whether such node or link changes will have
an important effect on other network performance measures.
For this reason the taxonomy will encapuslate the notion
of harmful and harmless instabilty. Here instability is only
considered harmful if it has a deleterious effect on the quality
of service of an end user. For example, consider an ad-hoc
network where the link to a particular node is extremely erratic
and that link comes and goes repeatedly in a short timescale.
Even if a network contained a large number of such nodes on
its fringes, the overall impact on the network itself would be
small. Conversely, a single node, well-placed in the heart of a
dynamic network could create a large amount of disturbance if
it semi-regularly disappeared and then reappeared long enough
to insert itself back into well-used routes on the network. The
notions of harmful and harmless effects are to some extent soft
concepts and most forms of instabiltiy will form somewhere
in between these extremes.

Figure 1 is a Venn diagram which shows the basis for our
taxonomy of areas of network instability. Three areas where
instability can occur are defined:

• The graph level refers to changes within the network
when it is viewed as a graph in the mathematical sense.
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Fig. 1. Three area of network instability and their overlap

That is the addition or deletion of nodes and links.
• The traffic level refers to the changes of traffic level on

one or more network links.
• The management/control level refers to changes in the

management or control planes. For example, a change to
routing or rules governing routing would be at this level.

The overlaps between circles indicate effects which arise
jointly from the interaction at two or more of these levels
so, for example, MG is an interaction between graph level
and management/control level stability. It should be noted
that the circles don’t imply a direction of causality for the
instability. So the MG (management/graph) part would include
both examples where an unstable management system led
to instability in the network graph but also examples where
instability in the network graph led to an unstable management
system. The colours in the diagram from green through amber
to red indicate the growing complexity of the interaction.

G: Graph instability The graph level refers to the network
when viewed as a graph, that is simply as nodes and links.
Instability at this level would be the rapid addition or removal
of nodes and links. Often such rapid additions or removals are
a completely normal and non-harmful part of the operation of
a dynamic communications network. For example, in an ad-
hoc mobile network, it would be quite normal for a node with
an unreliable connection to the rest of the network to add and
remove itself from the network regularly as the link to its
nearest node went up and down.

M: Management/control instability The manage-
ment/control level refers to management plane and control
plane instability within the network. The term control plane in
networking originally applied to simply the part of the router
architecture which was responsible for defining the onward
direction of incoming packets. More recently the term control
plane has been understood more broadly to include other

functionality such as lightpath allocation, admission control
and much else. For a definition of management plane see
[33]. Here the management and control planes are considered
together in their capacity as mechanisms which, ultimately,
are responsible for layering a user demand for traffic onto
the underlying network. A classic example of control plane
instability would be the count-to-infinity problem in distance
vector routing [34].

T: Traffic instability The traffic level refers simply to the
measured traffic actually using a network link. At this level
instability may represent varying user demand (a flashcrowd)
or protocol interactions (such as TCP interactions). Instabilities
at this level are well-studied as mentioned in the introduction.

MG: Management/graph instability This refers to in-
teractions between the management and graph level which
lead to instability. In this case the causality could go in
either direction. For example, in a cloud network a poorly
designed management plane could introduce instabilities at
the graph level, perhaps by assigning nodes to work on an
overloaded task and then removing them again as the task’s
loading dropped. Conversely, graph instability could cause
more serious control plane instability. For example a poorly
designed ad-hoc mobile network could introduce an unreliable
node as a central part of its routing scheme. As this node
entered and left the network there would be large scale routing
instability as a result.

MT: Management/traffic instability As mentioned in the
introduction, interactions between the control plane and net-
work traffic are extremely well studied. The classic form
of instability in this interaction is “route flap” where heavy
traffic on a link causes a routing switch to a second link.
This in turn causes heavy traffic on the second link and
a routing switch back to the first. Less obvious forms of
instability are possible. For example, a management system
which had rules for “turn on traffic shaping if utilisation
is above 80%” and “turn off traffic shaping if the usage is
below 50KB/s” would be unstable for a link where a usage
of 49KB/s represented utilisation of above 80%. While this is
a very simple (and unlikely) example, much of the study of
rule-based management systems is devoted to avoiding more
indirect “loops" like this which could cause control instability.

GT: Graph/traffic instability Interactions between the
graph level and traffic level could lead to a variety of stability
problems. For example, a node which suddenly connects (or
changes its connection point by swapping links) and places
large demands for traffic on the network could overload
individual links. Conversely, high loading on links could cause
a node to become effectively cut off from the network.

MGT: Management/graph/traffic instability In this cen-
tral section of the diagram is interactions between all levels.
A large number of possibilities arise at this level depending
on the exact nature of the network under study.



III. MEASURES OF INSTABILITY

In order to know whether there is instability in a network
or if a particular suggested intervention on a network has im-
proved stability we need to be able to measure stability itself.
A large number of formal stability measures already exist, for
example the Lyapunov exponent in chaotic systems. In the
case of this paper, the measures are aimed at studying a more
informal definition of stability. As before the measures can be
aimed at the graph level, traffic level or management/control
level. It is first necessary to look at how quantities change
in time. All the measures chosen here will assume that the
network is viewed at evenly spaced time intervals of length d
– so the quantities measured are seen at time 0, d, 2d, . . . and
so on.

Given the observed time series, f(t) measured at points
0, d, d2, . . ., then various measures of how much the time-
series changes can be considered. The most obvious being
variance, the mean absolute change between time steps and
the range. All of these measures capture different aspects of
stability. It is expected that the collected data from these time
series can be visualized and analysed for any instability that
arises.

In Figure 2 we illustrate how this could be presented. The
figure presents and plots three time series (using artificial data
to highlight our point) which have the same variance. Time
series 1 and 2 have the same range. Time series 1 clearly
has “rougher" behaviour and it might be considered more
“unstable". From a network management perspective, each
time series might be considered undesirable in different ways.
Time series 1 exhibits erratic change at each point in time (in
fact it is simply generated from a normal distribution with unit
variance). Time series 2 (in fact generated simply by simply
sorting time series 1) has the same mean and the same variance
but very different behaviour. In some circumstances this time
series might actually cause more problems for a network
because it remains high for a long time. Finally time series 3
has only two values, changes only once and has the same mean
and variance as the other two. In some circumstances the single
severe change might be considered extremely undesirable
behaviour in a network but in most cases this would be easier
behaviour for a network to handle. In addition to the variance,
then, it will be useful to study the change between points, let
this series be f ′(n) = f(n)− f(n− 1).

A. Graph level stability measures

The upper layer at which stability could be assessed is to
view the network as a graph. At this level the only changes
which can be observed are those which affect the topology of
the network, i.e., the addition or deletion of nodes and edges.
In a traditional view of a wired network, the network graph
is usually considered fixed, or so slowly changing as to affect
little. However, in many more modern contexts (for example
virtual networks, sensor networks, ad-hoc networks and mobile
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Fig. 2. Three time series illustrating variance and range

networks), nodes and edges can be short-lived. In this case we
must consider graph stability.

Let G(t) be the graph at time t with N(t) nodes and E(t)
edges at time t. In a real system, continuous observation is not
possible so usually a time series with intervals is measured.
From here and throughout the notation G(n) is used for the
nth reading from G(t) so G(n) = G(dn).

Some time series measures which might be observed on the
graph G(t) are:

• N (n) – Number of nodes at time nd.
• E(n) – Number of edges at time t.
• d

(n)
ij – distance (in hops) from node i to j.

• D(n) maxi 6=j dij(t) – graph diameter (distance between
furthest separated points).

• d(n) =
∑

i6=j dij(t)/(N(dn)(N(dn)+1) – mean distance
between nodes.

Many other measures could be considered, for example the
betweenness-centrality for the different nodes on the network
– this is a measure of how many shortest paths go through a
node and large changes to this would indicate possible changes
to a routing table. Yasinsac [3] has addressed some issues and
has also created some measures.

B. Traffic level stability measures

The next level to consider are traffic related quantities within
the graph. In this case observations may be made over a single
or multiple links. Obvious quantities to observe for stability
are:

• B
(n)
i – bytes sent on link i in period (d(n− 1), dn].

• P
(n)
i – packets sent on link i in period (d(n− 1), dn].

• L
(n)
i – number of losses observed on link i in period

(d(n− 1), dn].
• R

(n)
ij – mean round-trip time from node i to node j in

period (d(n− 1), dn].
• ρ(n) – utilization (the ratio of bytes sent in period (d(n−

1), dn] to the capacity of the link).



C. Management/Control plane level stability measures

Various indicators can be considered at the control plane
level which could also be monitored for instability. In this case
the quantities considered depend crucially on the management
systems in place. Some examples might be: BGP updates,
routing table updates and so on.

• R(n) – Number of routing updates at time nd.
• B(n) – Number of BGP updates at time nd.
• C(n) – Number of configuration commands sent to net-

work devices at time nd.

Certainly more measures can be created for this area.

D. Viewing stability of nodes and links

Some of the quantities in the previous sections are properties
of the network as a whole. For example, number of nodes and
number of edges. Other quantities are properties of individual
nodes and links. It would be, therefore, possible to take the
measures associated with each node (or link) and create a
vector representing all the quantities associate with that node
(or link).

This allows introducing the concept of node, link or even
sub-network state, which is a vector of quantities (data about
relevant network parameters, e.g. QoS, etc) characterizing the
state of node, link or even sub-network. Then a phase space
(with dimensions of said vector) may represent the dynamic
behavior in terms of states trajectories changing over time.
The multi-variate time series resulting could then be assessed
for stability in its various dimensions.

For practical reasons, the multi-dimensional phase space can
be cut in a series of correlated 2D spaces and the evolution of
a node could then be seen as a trajectory in 2D state space with
desirable and undesirable regions. This phase space may have
areas where an Operator wants the network state to be, and
other areas where an Operator does not want the network to
be. From this point of view, pursuing stability means avoiding
abrupt phase changes in the phase space, specifically if they
are moving network states into “not desired areas”.

IV. FUTURE DIRECTIONS

In this paper we have outlined the different kinds of dynamic
networks that exist at present and highlighted the issue of
dynamic network instability. It is clear that stability in dynamic
networks will become an important topic, and we can expect
that it will need to be addressed within network management
systems in the future, and therefore some network management
functions will need to be devised to measure and process
instabilities in order to maintain networks and services.

We have presented a taxonomy of the areas of instabilities
that will help in the categorization of instabilities in dynamic
communications networks. Furthermore, we have shown some
measures that can be assessed in order to determine if insta-
bilities occur at the graph level, at the traffic level, and at the

management/control plane level. This work is just a starting
point for understanding this complex area.

As a consequence we will investigate the instability mea-
sures further and attempt to categorize further measures that
can aid us. We intend to build a system that can monitor the
highlighted dynamic networks and collect real data for the time
series of the measures and determine what actually happens
in such networks. From such data we will be able to make
categorical statements about stability and instability, and allow
network operators to control their networks in a more effective
way.
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