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Abstract. Service Clouds are a key emerging feature of the Future Internet which
will provide a platform to execute virtualized services. To effectively operate a
service cloud there needs to be a monitoring system which provides data on the
actual usage and changes in resources of the cloud and of the services running in the
cloud. We present the main aspects of Lattice, a new monitoring framework, which
has been specially designed for monitoring resources and services in virtualized
environments. Finally, we discuss the issues related to federation of service clouds,
and how this affects monitoring in particular.
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Introduction

The Future Internet will have many of its core features and functions based on virtualized
resources. The virtualization of resources has been in use for some time now, and there
are several projects and initiatives working towards the virtualization of networks in the
Future Internet, such as [1] [2] [3] [4]. The virtual resources which will be part of the
Future Internet offerings also include virtual machines which will execute either virtual
routers or virtualized service elements. These virtual resources will be combined together
to create service clouds. In order to manage these virtual resources, there needs to be a
monitoring system which can collect and report on the behaviour of these resources.

This paper presents the Lattice monitoring framework which can be used as a funda-
mental part of the management of an Internet scale deployment of Service Clouds. Lat-
tice has been designed for monitoring resources and services in virtualized environments.
The monitoring of virtualized resources and services has many features, requirements,
and criteria which are not relevant for monitoring systems that are used for traditional
fixed network resources.

Traditionally, the architecture for monitoring has needed to adapt to an arbitrary
network structure, but in a Service Cloud environment the infrastructure is structured as



a federation of large clusters of distributed hosts. Consequently, we can design and build
a monitoring system that factors in this major difference.

In the work presented in this paper we use the Lattice monitoring framework as a
real-time feed for the management of a service cloud. Monitoring is a fundamental as-
pect of Future Internet elements, and in particular for service clouds, where it is used
for both the infrastructure and service management. We first present the issues relating
to the management of service clouds, discussing the key design requirements and how
these are addressed in the RESERVOIR project [S]. Then, in section 2 we present the
Lattice monitoring framework, discussing its main features and also giving and overview
of its design and implementation, together with a presentation of its use within RESER-
VOIR. This is followed, in section 3, by a presentation of the issues related to federation
within service clouds and how this affects monitoring in particular. Finally, we state our
conclusions and suggest further work.

1. SERVICE CLOUDS

The emerging cloud computing paradigm [6] [7] [8] [9] for hosting Internet-based ser-
vices in virtualized environments, as exemplified by the Amazon Elastic Compute Cloud
(EC2) [10] or Google’s AppEngine [11], aims to facilitate the creation of innovative In-
ternet scale services without worrying about the computational infrastructure needed to
support such services. At present, no single hosting company can create a seemingly in-
finite infrastructure capable of serving the increasing number of on-line services, each
having massive amounts of users and access at all times, from all locations. To cater
to the needs of service providers, it is inevitable that the service cloud is going to be
composed of a federation of sites from various infrastructure providers [12]. Only by
partnering and federating with each other, can infrastructure providers take advantage of
the diversity factor and achieve the economies of scale needed to provide a seemingly
infinite compute utility.

Service clouds are just the latest incarnation of a concept that has been around since
the 1960’s, namely the manifestation of a general-purpose public computing utility [13].
Throughout the history of computing we have seen such utilities appear in one form
or another. Even though some success stories exist, such as in in the area of high per-
formance scientific computing, where grid computing [14] [15] [16] made significant
progress over the past decade, none of these attempts materialized into a true general
purpose compute utility that is accessible by anyone, at any time, from anywhere. Now
however, the advent of new approaches utilizing an always-on Internet and virtualization
[2], has brought about system designs which will enable the desired progress [17]. An
example of such a system design is the RESERVOIR Compute Cloud, which is described
in the next section.

1.1. RESERVOIR

RESERVOIR [5] is a service cloud which has a new and unique approach to Service-
Oriented cloud computing [18]. In the RESERVOIR model there is a clear separation
between service providers and infrastructure providers. Service providers are the entities
that understand the needs of particular business and offer service applications to address



those needs. Service providers do not need to own the computational resources needed by
these service applications, instead, they lease resources from an infrastructure provider.
The infrastructure provider owns or leases a computing cluster, which supplies the ser-
vice provider with a seemingly infinite pool of computational resources. The cluster is
presented as a service cloud site which is capable of allocating resources to many service
providers.

The high-level objective of RESERVOIR is to significantly increase the effective-
ness of the compute utility enabling the deployment of complex services on a service
cloud that spans infrastructure providers and even geographies, while ensuring QoS and
security guarantees. In doing so, RESERVOIR will provide a foundation where resources
and services are transparently and flexibly provisioned and managed like utilities.

1.2. RESERVOIR Architecture

The essence of the RESERVOIR service cloud is to effectively manage a service which
has been specified as a collection of virtual execution environments (VEEs). A service
cloud, such as RESERVOIR [12] [17], operates by acting as a platform for running virtu-
alized applications in VEEs, which have been deployed on behalf of a service provider.
The service provider defines the details and requirements of the application in a Service
Definition Manifest. This is done by specifying which virtual machine images are re-
quired to run, as well as specifications for (i) Elasticity Rules, which determine how the
application will scale across a cloud, and (ii) Service Level Agreement (SLA) Rules [19],
which determine if the cloud site is providing the right level of service to the application.
Within each service cloud site there is a Service Manager (SM) and a VEE Manager
(VEEM) which provide all the necessary management functionality for both the services
and the infrastructure. These management components of a cloud system are presented
in more detail here.

The Service Manager (SM) is responsible for the instantiation of the service appli-
cation by requesting the creation and configuration of VEEs for each service component
in the manifest. In addition, it is the Service Manager that is responsible for (i) evaluating
and executing the elasticity rules and (ii) ensuring SLA compliance [20], by monitor-
ing the execution of the service applications in real-time. Elasticity of a service is done
by adjusting the application capacity, either by adding or removing service components
and/or changing the resource requirements of a particular component according to the
load and measurable application behaviour.

The Virtual Execution Environment Manager (VEEM) is responsible for the place-
ment of VEEs into VEE hosts (VEEHs). The VEEM receives requests from the Service
Manager to create VEEs, to resize VEESs, and to also finds the best placement for these
VEEs in order to satisfy a given set of constraints. The role of the VEEM is to optimize
a site and its task is to place and move the VEEs anywhere, even on remote sites, as long
as the placement is done within the constraints set in the Manifest, including specifica-
tions of VEE affinity, VEE anti-affinity, security, and cost. In addition to serving local
requests, the VEEM is the component in the system that is responsible for the federation
of VEEs to and from remote sites.

The Virtual Execution Environment Host (VEEH) is a resource that can host a cer-
tain type of VEEs. For example one type of a VEEH can be a physical machine with
the Xen hypervisor [21] controlling it, whereas another type can be a machine with the
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Figure 1. RESERVOIR Service Cloud Architecture

kvm hypervisor [22]. In a service cloud hosting site there is likely to be a considerable
number of VEEHs organised as a cluster.

These three main components of the service cloud architecture interact with each
other using well defined interfaces, namely SMI, VMI, and VHI, within a site and also
use the VMI interface for site-to-site federation via the VEEM. In figure 1 the relation-
ship between these components and interfaces is shown.

As can be seen in figure 1, the RESERVOIR platform has a Service Provider speci-
fying the details and requirements of his application in the Service Definition Manifest.
The Manifest also has the specifications of Elasticity Rules, which determine how the ap-
plication will scale across the cloud, and the Service Level Agreement (SLA) Rules [20],
which determine if the platform is providing the right level of service to the application.

Within each site the resource utilization is monitored and the placement of VEEs
is constantly updated to achieve optimal resource utilization. Similarly, the execution of
the service applications is monitored and their capacity is constantly adjusted to meet the
requirements specified in the manifest. These on-going optimizations are done without
human intervention by the management components. Within the Service Manager there
are components which dynamically evaluate Elasticity and SLA rules and implement
their actions in order to maintain effective running of the application. For these rules to
be evaluated A service cloud needs a monitoring sub-system which sends measurement
data, collected from the whole system, to be fed into the rules [23]. This measurement
data can come from the following sources:

raw data gathered from probes in the underlying infrastructure,

raw data gathered from probes attached to the virtual machines,

data gathered from probes embedded in the application,

data which is the combination of the raw data into composed Key Performance
Indicators (KPIs), and

e



5. data derived from the analysis of historical raw data and KPI data held in a data
store.

In a large distributed system, such as a RESERVOIR service cloud, there may be hun-
dreds or thousands of measurement probes which can generate data. It would not be ef-
fective to have all of these probes sending data all of the time, so a mechanism is needed
that controls and manages the relevant probes. Therefore, a service cloud requires a mon-
itoring system that has a minimal runtime footprint and is not intrusive, so as not to
adversely affect the performance of the cloud itself or the running service applications.
As a consequence, we need to ensure that components such as the VEEM, and Service
Manager elements such as the Elasticity Rules Engine and the SLA Rules Engine only
receive data that is of relevance.

2. REQUIREMENTS FOR MONITORING SERVICE CLOUDS

Existing monitoring systems such as Ganglia [24], Nagios [25], MonaLisa [26], and
GridICE [27] have addressed monitoring of large distributed systems, but they have not
addressed a rapidly changing and dynamic infrastructure seen in service clouds.

The monitoring system needs to be designed and built to be fit for the purpose of in-
frastructure and service monitoring. It needs to be for the whole of service management,
and so it should cover SLAs, elasticity, QoS, etc. It is important to recognise that it is
the monitoring mechanism that closes the loop from the initial deployment, through ex-
ecution, and back to the Service Manager. The monitoring system is there to gather data
from all the components within a cloud architecture and so monitoring is a fundamental
aspect of a service cloud that is used by the infrastructure and for service management.

The monitoring system for a service cloud needs to feed data into the Service Man-
ager so that it can manage the services deployed on the cloud. Over time it is expected
that the management capabilities of the Service Manager will expand to include new
functions. As a consequence we need the monitoring system to be adaptable, flexible,
and extensible in order to support the expanding functionality.

To address all of the requirements and functionality of the service cloud environment
we have determined that the main features for monitoring which need to be taken account
of are:

e scalability - to ensure that the monitoring can cope with a large numbers of probes

e clasticity - so that virtual resources created and destroyed by expanding and con-
tracting networks are monitored correctly

e migration - so that any virtual resource which moves from one physical host to
another is monitored correctly

e adaptability - so that the monitoring framework can adapt to varying computa-
tional and network loads in order to not be invasive

® autonomic - so that the monitoring framework can keep running without inter-
vention and reconfiguration

® federation - so that any virtual resource which reside on another domain is moni-
tored correctly

To establish such features in a monitoring framework requires careful architecture and
design. In the following section presents the Lattice Monitoring Framework which we



have designed and built for the purpose of monitoring environments such as service
clouds.

2.1. The Lattice Monitoring Framework

A management system for service cloud requires a monitoring system that can collect
all the relevant data in an effective way. The monitoring system has to have a minimal
runtime footprint and not be intrusive, so as not to adversely affect the performance of
the network itself or the running service applications. As a consequence, we need to
ensure that the management components only receive data that is of relevance. In a large
distributed system there may be hundreds or thousands of measurement probes which
can generate data. It would not be effective to have all of these probes sending data all of
the time, so a mechanism is needed that controls and manages the relevant probes.

2.1.1. Producers and Consumers

The monitoring system itself is designed around the concept of producers and consumers.
That is there are producers of monitoring data, which collect data from probes in the
system, and there are consumers of monitoring data, which read the monitoring data.
The producers and the consumers are connected via a network which can distribute the
measurements collected.

The collection of the data and the distribution of data are dealt with by different
elements of the monitoring system so that it is possible to change the distribution frame-
work without changing all the producers and consumers. For example, the distribution
framework can change over time, say from IP multicast, to an event bus, or a publish /
subscribe framework. Making this change should not affect other parts of the system.

2.1.2. Data Sources and Probes

In many monitoring systems probes are used to collect data for system management [28]
[24]. In this regard, Lattice follows suit. However, to increase the power and flexibility
of the monitoring we introduce the concept of a data source. A data source represents an
interaction and control point within the system that encapsulates one or more probes. A
probe sends a well defined set of attributes and values to the consumers. This can be done
by transmitting the data out at a predefined interval, or transmitting when some change
has occured.

The measurement data itself is sent via a distribution framework. These measure-
ments are encoded to be a small as possible in order to maximise the network utilization.
Consequently, the measurement meta-data is not transmitted each time, but is kept sepa-
rately in an information model. This information model can be updated at key points in
the lifecycle of a probe and can be accessed as required by consumers.

The goal for the monitoring system is to have fully dynamic data sources, in which
each can have multiple probes, with each probe returning its own data. The data sources
are able to turn on and turn off probes, or change their sending rate on demand.

2.1.3. Data Distribution Mechanism

In order to distribute the measurements collected by probes within the monitoring sys-
tem, it is necessary to use a mechanism that fits well into a distributed architecture such



as a service cloud. We need a mechanism that allows for multiple submitters and multi-
ple receivers of data without having vast numbers of network connections. For example,
having many TCP connections from each producer to all of the consumers of the data
for that producer would create a combinatorial explosion of connections. Solutions to
this include IP multicast, Event Service Bus, or publish/subscribe mechanism. In each of
these, a producer of data only needs to send one copy of a measurement onto the network,
and each of the consumers will be able to collect the same packet of data concurrently
from the network. Such an approach works well for a service cloud because we have
both multiple producers and multiple consumers.

2.2. Utilization of Lattice within RESERVOIR

Using the Lattice framework we have built a monitoring system suitable for service cloud
management as part of the RESERVOIR project. As stated earlier, measurement data
can come from raw data gathered from probes in the underlying infrastructure and from
raw data gathered from probes attached to the virtual machines. Consequently, we have
written probes for monitoring physical resources and for monitoring virtual resources.
Furthermore, we have embedded probes inside the applications themselves in order to
gather application specific data. These probes have been deployed into a testbed which
implements the RESERVOIR functionality and are evaluated here.

2.2.1. Monitoring Physical Resources

To monitor the underlying infrastructure of the testbed we have created three differ-
ent probes. The probes monitor CPU usage, memory usage, and network usage of each
VEEH in the testbed. First, the CPU probe collects data on CPU usage for each core of
a server. It runs regularly in order to collect this data in real time. Second, the memory
probe collects data on memory usage on the server. It too runs regularly to collect data
in real time. Third, the network probe collects data on the network interface of a server.
By running at a regular interval it can determine the amount of traffic on the network
interface for each sample.

2.2.2. Monitoring Virtual Resources

To monitor VEEs we have created some probes that collect data on the virtual machines
running on a particular host. These probes interact with the hypervisor to collect data on
each VEE executing under hypervisor control. Each of these probes runs on a regular
basis, collecting data on CPU usage, memory usage, and network usage of each VEE.

2.2.3. Monitoring Service Applications

To monitor the Services that are deployed onto a service cloud it is necessary to embed
probes into the environment of the applications that are executing inside each VEE. The
data from these probes are sent from the VEE, via the infrastructure network, into the
Service Manager. As an example of such a probe, we developed and installed one that
collects the length of the job queue for a virtualized Sun Grid Engine application [29].
The queue length was used directly by one of the elasticity rules for this application,
so that (a) when the queue length was high new virtual machines were allocated auto-
matically, or (b) when queue length went low existing virtual machines were shutdown



automatically. By adapting to the queue length the Service Manager and the VEEM op-
timized the running of the whole Sun Grid Engine application on RESERVOIR.

Summary of the Lattice Monitoring Framework

The Lattice framework provides a platform from which various monitoring systems can
be built. It provides the building blocks and the glue from which specific monitoring
elements can devised.

We can write probes which collect data for any specific purpose and then write con-
sumers which process that data in any way necessary. Lattice itself does not provide a
pre-defined library of probes, data sources, or consumers. Rather, it allows the probes,
data sources, and consumers to be written and deployed as needed. For different applica-
tions, we can write a completely different monitoring system that is based on the Lattice
monitoring framework. As an example of this, we have written a monitoring system for
the virtual network project Autol [30] for which we have written separate probes.

3. MONITORING FEDERATED SERVICE CLOUDS

When Service Clouds are federated to accept each other’s workload there needs to be
a consideration of how monitoring will behave in the presence of the federated VEEs.
Monitoring needs to continue to work correctly and reliably when a service executes
across federated clouds. When some VEEs are migrated to another cloud, the data distri-
bution mechanism will need to cross cloud boundaries. It is essential that the interfaces
and formats between clouds is standardised in order that federation monitoring should
work in heterogeneous environments. This will ensure that that the monitoring data for
all the VEEs of a service will be connected, whether local or remote.

Monitoring in a service cloud presents us with some interesting issues. Although the
service cloud infrastructure is a distributed system, it is structured in a very particular
way, with one large grid of machines acting as one cloud. Most of the monitoring data
stays within the site, as all of the consumers are within the site. The exception is for
federated VEEs. With many monitoring systems the sources and consumers are often
distributed arbitrarily across a network, and so the paths of data flow and the patterns
of interaction are different. Within a service cloud the pattern is more predictable, and
so we need to design and build for this. In figure 2 we can see how the monitoring for
the VEEs in one service are connected by the data distribution mechanism within each
cloud, and how these are connected together to form a single service.

When a VEE is migrated from one site to a remote site, the monitoring data from
that VEE still needs to be collected by the Service Manager. However, by migrating to
a remote site the originating site loses direct control of the VEE. However, in order to
ensure a continuous monitoring capability, some fundamental issues need to considered.
They are:

e how does monitoring behave when a VEE is sent to a remote cloud

e what operations need to be done in each of the clouds to activate this federation

e what components and objects need to be created and/or managed when federation
occurs.
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Figure 3. The Federation of VEEs on Different Clouds

As the remote VEEs have crossed another cloud’s boundaries, there is not really a direct
connection between the VEEs as seen in figure 2. Each cloud will be on its own network,
hence the VEEs residing within it will not have direct contact with VEEs in another
cloud. There is a need for a component in each cloud, such as a gateway or a broker, to
act on behalf of the VEEs. Such a configuration is shown in figure 3, where all of the
VEEs are still connected, but using this intermediate component.

For federated monitoring, there needs to be consideration all of the operations, com-
ponents, and objects that may be involved in federation of VEEs. It is important to note
that the data distribution mechanism crosses cloud boundaries as VEEs migrate. Al-
though the data distribution mechanism for monitoring connects all of the VEEs, this
cannot happen for free. There are many issues to consider. For this process to work cor-
rectly the system needs to:

address the setup of the federation in the home and remote cloud

address the setup of the remote migration

address the connection for sending measurements back to the home cloud
address the tear-down of remoting in both the the home and remote cloud

ensure that remote and connected VEEs must be kept separate from other ser-
vices.

For each of these steps we need to control the operations that need to be done in each of
the clouds to activate this federation, and interact with the components and objects need
to be created and/or managed when federation occurs.
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Furthermore, as a service cloud will be used for more than one service, we need to
also consider how we address the federation of multiple services. Each service needs to
be kept separate and secure from all of the other services. As a consequence the process
of splitting data distribution into multiple segments and having each segment connected
using a component onto an external network will have to be done per service. Such a
scenario is shown in figure 4 where there are multiple services across the thee clouds.

4. CONCLUSIONS

Monitoring in service clouds, such as RESERVOIR, presents us with some interesting
issues. Although the service cloud infrastructure is a distributed system, it is structured
in a very particular way, with one large cluster of machines acting as one cloud site. Most
of the monitoring data stays within the site, as all of the consumers are within the site.
The only exception to this is for federated VEEs. We see that the monitoring system is
pervasive to a service cloud as:

1. it is required by most of the components of the service cloud;

2. it cuts across the layers of the service cloud creating vertical paths; and

3. it spans out across all the clouds in a federation in order to link all the VEEs of a
service.

With many monitoring systems the sources and consumers are often distributed arbitrar-
ily across a network, and so the paths of data flow and the patterns of interaction are dif-
ferent. Within a service cloud the pattern is more predictable, and so we have designed
and built for this situation.

The use of the Lattice framework allowed us to build a monitoring infrastructure
that collects, processes, and disseminates network and system information from/to the
entities at real-time, acting as an enabler for service management functionality. We have
seen that monitoring is a fundamental feature of any service cloud management system.
We have also shown that Lattice can provide such monitoring for systems in which the



virtualized resources are highly volatile as they can be started, stopped, or migrated at
any time by the management.

The paper has presented the Lattice framework, which has been successfully used
in the RESERVOIR project [5] for monitoring service cloud components. We can build
many different monitoring systems using the framework, where different implementa-
tions of probes, data sources, and consumers are envisaged. Such an approach has been
undertaken within the Autol project [31] to allow the monitoring of virtual networks.

4.1. Further Work

There is much further work to do in the areas of service cloud management and monitor-
ing.

Within RESERVOIR, there is a full monitoring system lifecycle integration within
the Service Manager, from the initial Service Definition Manifest presentation, through
the first service deployment, and then the continual execution of the service. To support
fully dynamic on-the-fly functionality these lifecycle and control functions will need to
use a control plane of the monitoring framework. Using this control plane the Service
Manager will be able to activate, deactivate, and set the data rate of probes, as necessary.

Furthermore, to ensure the continuous operation of the monitoring system, it needs
to be self-aware of its operation and its effect on the whole RESERVOIR system. In
order to make it this way, the monitoring system needs its own adaptable controller with
policies which can control the whole of the monitoring system. All of these elements are
considered as part of the further work.

A further goal for the Lattice monitoring system is to have the ability to add new
probes to a data source at run-time. By using this approach we will be able to instru-
ment components of the service cloud without having to restart them in order to get new
information.
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