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Abstract:  In this paper, we extend previous work on video segmentation [1,2] and propose a novel integrated 
module-based framework for real-time applications which require automatic, precise, and fast-based features. 
The framework consists of five main modules: sprite generator, key frame identifier, change detector, video 
object plane (VOP) extractor and post-processor.   

A universal approach for sprite-object-based adaptive background update and a two-level change detector 
present the core technique of the framework. The sprite object background provides an easy way to perform 
segmentation automatically and the possibility of extracting video objects whenever they appear without 
considering the change of the background. The analysis of statistical parameter for normalized and high order 
statistics feature offers accurate segmentation results. The used key frames selection technique offers efficient 
computation. In addition, the framework targets flexible applications with different motion features by using 
optional modules.  

1 Introduction. 
The “Object-based” video coding has been a good direction to obtain efficient compression whilst maintaining 
visual quality for advanced real-time multimedia services. MPEG-4 claims to be “object-based” coding which is 
embodied mainly in its visual part.  To take advantage of the new object-based functionalities defined in MPEG-
4, a prior decomposition of video sequences into semantically meaningful objects is required. We have seen 
rigorous efforts focused on video segmentation where the moving objects are extracted using one or more 
features, such as motion, colour and spatial information to achieve good results. However, most of these 
proposed algorithms are less used practically due to one or more of the following constraints:  the background is 
variable due to camera motion; the light conditions slightly change; new objects can appear at any time; objects 
may remain for a long time in the scene; many objects in a scene and possible occlusion. 

In [3], an accurate segmentation was presented but designed for off-line applications. The work in [4] shows 
very good segmentation results, however it needs manual initialization of segmentation. All these designed 
approaches are not suitable for real-time automatic applications.  

In order to serve real-time automatic applications and address the above problems, we present a novel approach 
which uses sprite-object-based adaptive background technique and statistical feature analysis -based change 
detector. In this approach, a sprite generator is used to generate a sprite object, which presents  the background 
without moving objects. The reference frames for change detector can be produced from sprite background 
objects. A change detector detects  the video shot and produces the difference-frame which represents the change 
between a reference frame and the current frame. The differences are analyzed based on a probabilistic method 
and the moving objects appearing in a scene at a given time are extracted.  A key frame identifier can speed up 
the segmentation procedure. The segmentation is initialised automatically by using a reference frame which is 
updated adaptively. Finally, a  post-processor is used to obtain more accurate segmented shapes.   

2. Framework Description 
Fig1 illustrates the structure of the framework. There are mainly five modules: sprite generator, key frame 
identifier, change detector, video object plane (VOP) extractor and post-processor. 

2.1 Sprite generator: A sprite is an image composed of pixels belonging to a video object visible throughout a 
video sequence. For instance, in a panning sequence, portions of the background may not be visible in certain 
frames due to the occlusion of the foreground objects or the camera motion. The sprite generated will contain all 
the visible pixels of the background object throughout the sequence. This concept of sprite can be illustrated in 
Fig2. The video sequence consists  of a few frames. These frames continually provide changed background 
information according to the camera panning. From the provided motion information, the sprite object 
background is generated and the reference frame can be obtained as a part of the sprite object.  

The reference frame extracted from a sprite object can be looked as a “ pure background” which can be used to 
easily identify the uncovered background area, which does not belong to a moving object. It is much easier to 
detect the overlap of two successive instances than using the simple subtraction of two successive frames.  With 
this technique, the initialization of video segmentation procedure is easy. Also, the still video objects which stay 



in a scene for a long time can be extracted. In addition, theoretically unlimited number of video objects can be 
extracted whenever they appear. These advantages are very important for real-time applications.    
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The method of sprite object compression has been defined in MPEG-4 Verification Model (VM). However, the 
generation of sprite is still an open issue. Global Motion Estimation (GME) is the main method of sprite 
generation. In our work, a hierarchical GME algorithm is used to speed up the system and an improved sprite 
generation algorithm based on MPEG-4 VM is used to obtain better visual quality. The basic steps of the 
implementation can be found in [5]. 

2.2 Adaptive background update control unit: The main change of the background of the video sequence can 
be camera break, backgrounds dissolve and camera motion such as zooming and panning. Adaptive concept is an 
important issue during the design of this framework. The adaptive reference frame update addresses many 
problems in other video segmentation approaches. For instance, the framework is suitable in the situations when 
the background change due to camera motion. Also, it works very well in a light variable environment. 

The adaptive background update control unit is activated by video sequence change events such as regular time 
interval, the detection of camera break, backgrounds dissolve, camera zooming and panning. These events are 
sent from the change detector.  

2.3 Change detector : The change detector detects the differences between the current frame and the reference 
frame. Two levels of change can be detected. One is the distinct change of the background, which is called 
change event, and another is the change of the objects moving in a comparatively still background.  

In the first level, a change event detector module is designed with a twin-histogram comparison technique to 
detect camera break and transition. The camera motion, such as panning or zooming is detected based on an 
optical flow technique. When the background is comparatively still, an  automatic thresholding technique is used 
to discount the effect of noise. In traditional thresholding approaches, the threshold for video has to be tuned 
manually or empirically according to the video features. To solve this problem, a method in [2] models the noise 
statistics is adopted here.   

Firstly, the background reference frame B  is taken from sprite generator. The difference-frame D can be obtained 
by the subtraction of the background frame B from the current frame C ,   

                                                     Di=| Ci -Bi|                                                                              (1) 

Where Bi = (byi, bui, bvi) and Ci = (c yi, c ui, cvi) are the three components of the ith pixel in the reference frame and 
current frame. In each pixel of the difference frame, statistical parameterδ is introduced, 
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Where constant N1 and N2 are both empirically set as 1.2. 

The conditional probability distribution of the normalized statistical feature δi defined in (2) with a Gaussian 
distribution can be written as, 
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In the case of H0, the hypothesis indicates that there is no change in the ith pixel. In the case of H1, it indicates 
that there is a scene change in the ith pixel.  

Fig3 illustrates that the change caused by a foreground object is large while the change caused by noise is small 
and varies only around the mean value of the corresponding pixel in the background reference frames. It also 
indicates that if a threshold Th is used to classify the change, some foreground pixels will be miss-classified as 
background or vice versa. The probability of this total error can be written as,  
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Where p1 and p0 are the probability of 1 and 0, which present the object and noise pixels individually. To 
minimize Per, a likelihood ratio test is used as follows: 
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For a given error rate by selecting different values of H0 and H1, the decision threshold can be obtained 
automatically from (5).  

It has been found that using the forth order variance of the spatially windowed statistical feature for 
classification can speed up the segmentation procedure and improve the result of the change detection [6]. Here, 
a 3x3 window centred at each pixel is set in the frame D and the 4th-order moments are calculated as following, 
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Where dyk is the luminance of k-th pixel in D frames, and Si represents the windows centred at pixel i. When the 
σi4 is bigger than a given threshold, it indicates the current pixel belongs to the foreground object. A joint 
decision will be made to identify the current pixel belongs to a background or foreground object according to the 
result of normalized and high order statistical analysis. 

2.4 Key frames identifier: The key frame is defined as a set of images, which consist of the main information of 
the video sequence. If the segmentation procedure only deals with the key frames, the procedure can be 
accelerated while the main information is remained.  

In the proposed framework, the key frames are identified in two levels. In the first level, the current frame is 
considered as a key frame in the situation of a change event is active. It indicates that camera breaks or dissolves 
or camera motions are detected and the current frame carries very important background information. In the 
second level, one or more key frames will be extracted between last change-event frame and the current frame. 
In the last situation, a clustering based approach [7] for determin ing key frames is adopted. In this algorithm, a 
16x8 2D HS color histogram in the HSV color space is used to define the similarity between frames i and j.  
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The detailed steps of this algorithm are illustrated in Fig4 with a block diagram. 

2.5 The extraction of VOP’s: The area of interest of the moving object are extracted in horizontal and vertical 
direction and finally VOP is obtained by using the logical AND operation.  

2.6 Post-processor: The segmented VOP shape is refined with a morphological closing operation, which 
produces more compact regions, without adding noise and without altering the original shapes. 

3 Conclusion and further work 

In this paper, we presented a robust integrated framework for video segmentation.  It provides a module-based 
approach which is used in real-time  applications. A very important issue presented in this paper is that we 
developed the idea that getting the reference frames from sprite object and the background frame can be 
adaptively updated. This approach can address all the previously identified problems  in the introduction and 
hence, it can be used in many practical situations.  

Another presented issue is the flexibility of the designed framework. The module based system design provides 
flexible and efficient techniques for different applications. Further more, we do not only focus on designing the 



robust functionalities but also considering the computation cost such that the system can be more practical in 
particular for the key frame identifying and automatic thresholding. 

Research is currently underway to implement this technique for different applications. Further study will be  
focused on speed issues and complexity analysis.  
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