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Abstract: This paper describes a new approach to the autordatitification of the location of
mobile images. New methods for determining imagelaithi are combined with analysis of
automatically acquired contextual metadata to predacation information.Results are reported
on a database of 1209 real images collected on N@i@ camera phones by different users in 12
different locations across multiple mobile carrief @ntities.

1. Introduction

The numbers of images being taken by digital camesadritreased dramatically in the last few yearsthist

is likely to be overtaken by camera phones which atswe as a communications device and are even more
pervasive in society. Camera phones represent theeigance of multiple technologies and are able tegee

and assign semantic metadata to images from severakesoullechnical details such as the capture time and
date, and the exposure and aperture settings ameatlyprencoded into the image files, and more recently
location and Bluetooth contact identities whichegoo-presence information are also available. This st

a great deal of automatically generated contextufakmation about each image is available to dedbee
content and to retrieve semantic information. Timimigrmation has been shown to be effective in clisger
personal image collections [1]. Naaman [2] used looat data as well as time of day and weather infoonati

to provide contextual cues to users for browsing tlimiages. Time and content based features (DCT
coefficients) are combined by Cooper [3] to produtestering of images taken at events. In this paper w
address the problem of classifying images taken by atyaf people according to their location. Altigbuhe
mobile phone cell coverage identity is availablddes not discriminate between locations within the seetle
More precise data is available from the Global PosigrSystem (GPS), but again this does not function
reliably in or near buildings. We combine and corepaetadata derived from the cell identity, the thelay,

the week day and image similarity to identify thedtion on the Berkeley Campus and surrounds.

2. Background in Image Analysis

Similarity measures are central to most pattern ratognproblems not least in computer vision and the
problem of categorising and retrieving huge numbérdigital images. These problems have motivated
considerable research into content based image m@tfdévand many commercial and laboratory systems are
described in the literature [5]. There are many epghnes to similarity and pattern matching and mudhisfis
covered in several survey papers [6]. Many approaivedve the use of pre-determined features such assedg
colour, location, texture and functions dependenpizal values e.g. [7]. Mikolajczyk et al [8] empley the use

of edge models to obtain correspondences with similgacts. The advantages and disadvantages of using 3D
colour histograms in which bins represent locati@iavestigated by Ankerst et al [9].

2.1. Cognitive Visual Attention

Studies in neurobiology [10] are suggesting that huwianal attention is enhanced through a process of
competing interactions among neurons representirgf #ile stimuli present in the visual field. The qatition
results in the selection of a few points of attentéonl the suppression of irrelevant material. It rsetyat
people and animals are able to spot anomalies in & swepart of which they have seen before and abteigi
drawn in general to the anomalous object in a sc&ueh a mechanism has been explored [11] and extéaded
apply to the comparison of two images in which attenis drawn to those parts that are in common ratlaer th
their absence as in the case of saliency detectiorsiimgée image [12]. Whereas saliency measures reqaire n
memory of data other than the image in questionnitivg attention makes use of other stored materiatder

to determine similarity with an unknown image.

The model of Cognitive Visual Attention (CVA) usedthis paper relies upon the matching of large numblers o
pairs of pixel groups (forks) taken from patterns A @dinder comparison. Let a locationin a pattern
correspond to a measuremawhere

X = (X1, %) and a = (ay, &, as) 1)
Define a functiorF such thata = F(x). Select a fork ofn random point$, in pattern A where
Sa = {X1, X2, X300 X} » 2)
Similarly select a fork of m poin; in pattern B where
SB = {yl! y2| y37 ,ym}



wherex; - yi = 9; The forkS, matches the forks; if
[F(x) - F(y)| <& Li forsomed; j=1,2,...,N 3)
In generak is not a constant and will be dependent upon the maasmts under comparison ie.
g = fi(F(x), F(y)) (4)
In effect up to N selections of the displacemefitgoply translations t8, to seek a matching for&.
The CVA similarity scoreC,g is produced after generating and applylnfgrks Sy :
{1 if S,matches,

T
C,.=> W wherew =
2 = W "o otherwise ®)

i=1

Cagin (5) is large when a high number of forks are fbtmmatch both patterns A and B and representsréesat
that both patterns share. It is important to note ith@c also has a high value it does not necessarily follow
thatCgc is large because patterns B and C may still haveatorfes in common. The measure is not constrained
by the triangle inequality.

2.2. Classification

The similarity values obtained in this way may bedusedrive a nearest neighbour classifier in whichtiet
similarities with class representatives or exemplarsrdehe the location classification decisions. Thecsigle
of exemplars that characterise the pattern class maabried out in many different ways and are consitler
later. The most straightforward selection is the alimentre of gravity i.e. the patte@ to which all others in
the class are most similar, or rather the pattern with whittlo#ners in the class share most features in common
(matching forks).
QUI,P#Q (6)
The classificatiorCl(U) of an unknown pattern U is then given by
Cl(U) = max
V) =maxCic,

CI(U) (7) identifies the class exemplar that shares the mostrésatith the unknown pattern. It is important to
emphasise that pattern separations are not being redadsus conventional feature space in which theufeat
are fixed and extracted in a similar fashion fromnpalterns. Instead different features are identifedeach
specific pattern comparison as an integral part ef phocess of calculating the similarity measure. This
approach avoids many of the problems which have téabed when dealing with high dimensional feature
spaces.

2.3. Visual Sub-Cluster Extraction

The method of selection of a single exemplar fromaascbf training images given in 2.2 will yield an repdar
that represents the most self-similar group of imagésmihat class. However, many different images tmay
captured at each location and the location classpiesented more realistically by several sub-clusteas t
contain similar content but are different from eather. Adding more exemplars in a conventional featu
space does not necessarily guarantee improvementsssifielaperformance because although some errors are
corrected often many new ones are introduced beadHube fixed spatial relationships imposed by the metric
used. In this work new exemplars will generate eromiy if they share comparatively many features @prk
with the error patterns, which would in turn imphnse visual similarity and therefore some justificationthe
errors. Exemplars representing sub-clusters of similagéa may be extracted from the separation mahix

by identifying those images that are dissimilar toneplars already selected but similar to others in thesc
We generate a difference similarity matrix

CPQ = CPQ - CPG1
where Gis the first exemplar image. Positive values in thisrimandicate similarities between images that

have few features in common with.GImages which have many such associations are caeslifta a sub-
cluster exemplar & Let

- -1 ]
G = max" 2. Cor
Q

G, corresponds to the image having the greatest cototah and therefore the largest number of features in
common with others whilst having little similarity thi G,.In a similar fashion a succession of sub-cluster
exemplars may be produced:

noo_
CPQ - CPQ - CPGI - CPG2



G,=max > G,
Q
2.4. Colour Histogram Techniques

One of the most popular techniques used in contendbasege retrieval employs colour histograms mainly
because of its simplicity and computational speed Pikel colour distributions are generated that foemtdre
vectors corresponding to each image. In its simplash the distances between the feature vectors give an
indication of the similarity of the respective imagé&shis approach is quite effective on some image dataha
but unless scene geometry is also incorporated it isteame that large classes of different patterns wilbeot
separated by this approach. As before classificatiomadeU is given by

ClU) = mRin Dye,

where i=1

h _i"™ pixelcolourbincoun
no. pixelsnR

andB is the number of colour binsB = 64 in the results below. Colour histograms aeduas an alternative
similarity measure with which to compare the perforogaof the CVA algorithm.

Colour CV | Random | Metadata Metadata Metadata
Histogram | A & &
Histogram CVA
Number of errors / out of 630 440 434 386 283 248 206
% Reduction from histogram errors - 1 12 35 43 53

Table 1. Test set classification errors
3. RESULTS
3.1. Location by Contextual Metadata

1209 images were taken using Nokia 7610 camera gliorie different locations and 30 different cell emge
identities in and around the Berkeley Campus atrietyaof times, by a number of different people withany
specific instructions. No sifting of the data wagiear out and many of the images were blurred ontakeery
poor light. All locations were covered by more thare cell. The metadata associated with each tatawas
extended to include a manually generated locatibell

A training set of 579 images were randomly selectechfthe total set of 1209 and 33 exemplars selected
representing visual sub-clusters across the locatioresrérhaining 630 data items were used as a test seat in th

results described below. In addition the distribigiah metadata attributeaijk (table 2) for each location
were extracted from the 579 items where

Hours of the day aik k=1..24
Weekday aizk k = l,,7
Cell identity a, k=1..30
Table 2. Contextual Metadata used in the classificgrocess

Normalized distributions were extracted across thdotations for each attribute value. Images were the
classified by summing the attribute distributionsoasrlocations corresponding to the metadata valueseof t
imageU and selecting the location with the highest value:

Cl(U) = m;::tx'lzajﬁ‘<
J

where K corresponds to the respective attribute gadfi®).

3.2. Location by Metadata and Vision
Contextual metadata or visual features alone a@padde of determining location, but in combinatebetter
result should be attainable than either approadbdlation. The metadata attribute distributions dandidate

images U were augmented with a normalised and Weigylseteidrvi i=1,..,12



where
v =a.maxCyq, / Z maxCs,

4. DISCUSSION

Images were classified using histogram classifier, @A classifier and metadata classifiers alone. Not
surprisingly the vision systems performed badly becalseimage set was extremely diverse and contained
many images which from their appearance could haee keken in any of the 12 locations. In fact a cend
classifier based on the frequencies of images takeach location would have performed better. Miadata
performed surprisingly well not just because thé idelntities helped to limit the errors, but also hessait was
apparent that activities were taking place at getines of the day and days of the week that disiished
between locations. Both vision classifiers reducedrsrmostly in locations with overlapping cell coverage.
Detailed study of the errors indicated that many irsagere visually dissimilar to all the exemplars andhso
visual attributes that were extracted did not cbote towards the classification decision. It wouddexpected
that as the image collection accumulated, more visulltclusters would emerge and performance would
improve. It should be emphasised that the materitiidee experiments is not from personal collectiongavhe
time and date of image capture provides a naturébate for accurate clustering.

5. CONCLUSIONS & FUTURE WORK

This paper has described a new approach to the atitoiglentification of the location of mobile imagelt has
show that the combination of attributes derived fitmoth contextual metadata and image processing pesdac
measure that can indicate the location at which @sagere taken. It is planned to make use of datairadat
from Bluetooth contacts made at the time of imageurepas this could provide further location informatib
certain groups are more likely to congregate in gettecations than others. In addition this inforroatiwill
also enable the location of images taken by thos¢acts at approximately the same time to be assigwnex if
the other metadata is nonexistent.

The authors wish to acknowledge the support of ReBeand Venturing within British Telecom and the
members of the Mobile Media Metadata project atUhéeversity of California at Berkeley [14]. The wodkso
falls within the scope of the MUSCLE Network of ExXeeke in the Europear'&ramework [13].
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