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Abstract:  The concept of soft state was introduced in the late 1980s and has been widely 
used in various Internet protocols. However, there is still no comprehensive 
understanding or well-accepted models on performance (resilience, robustness etc.) of 
soft state protocols. This paper presents a model based analysis on resilience of soft state 
signalling protocols based on probability theory. The model could be used to evaluate 
failure recovery time in the presence of state inconsistency for protocols such as RSVP. 
This work in progress aims towards an accurate and comprehensive model for signalling 
protocols. 

 

1 Introduction. 
Soft state [1] is a mechanism widely used by communication protocols in which nodes maintain state 
consistency through periodic refresh messages. Despite its wide use in Internet protocols (RSVP, PIM, 
RTP, SRM, SAP etc), understanding of soft-state is still vague and usually defined operationally [2] 
[3]. Up till now, there are no well-defined mathematical models or paradigms for soft-state signalling 
protocols.  

This paper presents a model based analysis of a soft state mechanism. Several aspects of performance 
signalling protocols are discussed; to gain a better understanding of the signalling process, a resilience 
model for signalling communication is presented; we conduct a preliminary analysis to characterize 
resilience behaviour based on probability theory. 

The main contributions of this paper include: (1) defining performance metrics for soft-state signalling 
protocols; (2) studying the resilience behaviour of soft-state protocols through a failure recovery 
model. 

2. Performance Metrics of Signalling Protocols. 
Generally the performance of Internet protocols can be evaluated from many aspects, such as traffic 
overhead (cost), complexity, robustness, reliability, resilience (failure recovery), consistency and 
adaptability. Existing metrics of generic signalling performance models include consistency and cost. 
The models analyze consistency ratio and cost under a range of factors, such as channel loss rate, 
refresh timer interval and session length [3]. For example, in [2], the consistency metric is defined as 
“the probability that, at time t, the tuple corresponding to key k is the same at both sender and 
receiver”, while the average system consistency metric is defined as “the average of the instantaneous 
system consistency over the lifetime of the system”. In [3], consistency is evaluated by summing the 
stationary probabilities of the consistent states in a proposed Markov model. 

Consistency may be the most straightforward performance metric for signalling protocols, since the 
aim of a signalling protocol is to achieve state consistency between nodes. However, such a metric 
may not be sufficient in performance evaluation. In [4], robustness is defined as “the protocol’s 
performance under a variety of network conditions is above an acceptable threshold, but need not be 
optimal”. Correspondingly, this paper defines resilience and adaptability of signalling protocols as 
follows. 

Resilience characterises the protocol’s performance under various failures (including message loss 
during delivery and internal state corruptions) can be recovered within an acceptable temporal 
threshold; such a temporal threshold is calculated by failure recovery time (FRT) in our proposed 
resilience model. Resilience differs from consistency since (1) failure (such as message loss) may not 
lead to inconsistency, but would have an effect on state recovery (caused by internal corruption); (2) 
state setup brings inconsistency [3], however it is uncorrelated with resilience. 



Adaptability means the protocol’s behaviour could be tuned according to the status of the hosting 
environment, such as available bandwidth resources and channel loss rate, in order to achieve state 
consistency with low overhead. Compared with consistency, adaptability emphasizes the protocol’s 
capacity in sensing the state of the hosting environment such as resource availability and tuning 
parameters such as refresh timer interval by itself. 

Specifically, this paper only studies resilience behaviour of state refresh process in signalling 
protocols.  

3. Resilience Model for State Refresh Process. 
Signalling protocols may experience several types of potential failures. For example, an RSVP 
daemon may crash or restart because of a router rebooting or power-off; RSVP nodes may lose 
reservation state caused by such failure. As discussed in [5], RSVP uses soft-state to address such 
internal state corruption by periodically sending a full representation of installed state in RESV and 
PATH messages. 

3.1 Trigger and Refresh Process 

In RSVP, signalling messages can be categorized into two types: trigger and refresh messages [7]. 
Trigger messages are generated due to “state changes”, including “the initiation of a new state”, route 
change that altered the reservation paths or “a reservation modification by a downstream router” [7]. 
PATH, RESV, PATHTEAR and RESVTEAR are trigger messages in RSVP. Refresh messages 
contain “replicated state information” to update state for robustness. PATH and RESV messages sent 
after setting up RSVP sessions are refresh messages. 

Based on this terminology, this paper categorizes the signalling process into two stages: trigger (or 
state setup) and refresh process. These two processes share similar message format and message data. 
However, they differ significantly in their objectives and purpose:  

(1) Control mechanism. Essentially, the trigger process is based on use of best effort traffic messages 
with hard state mechanism [3] effectively; an acknowledgement is used to achieve the reliability in 
message delivery; state refresh is based on a soft-state mechanism. 

(2) Performance metrics. Overhead is the main concern of the refresh process, while reliability is the 
main concern for the trigger process. 

The following sections present a resilience model for the state refresh process. Note that the proposed 
model only discusses recovering state inconsistency caused by internal state corruption [5]. 

3.2 Refresh Process Modelling without Channel Loss 

Assume refresh messages are sent with period (refresh timer interval) r. 

Assume that state corruption events occur according to a Poisson process of rate λ; this assumption has 
been made by statistical methods for reliability theory [8]; this model comes about when the inter-
arrival times between failures are independent and identically distributed according to the exponential 
distribution, with parameter λ. 

The failure recovery time (FRT) in one refresh period r is defined as the time from the occurrence of 
first failure until the end of the period. Note that, the failure recovery time is also the state 
inconsistency time for the system. 

Consider an arbitrary period, starting at t0. Let X be the time of first failure occurrence after t0. 

Fig 1 Refresh Model without Channel Loss 
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According to above definition, FRT= (t0+r-X) +; also, according to the assumption, X-t0∼ Exp (λ). 

Therefore, the expected failure recovery time is 

E (t0+r-X) + = E(r-γ) + (where γ=X-t0 ∼  Exp (λ))  
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The failure recovery ratio (FRR) of one period r is defined as the fraction of inconsistency time in the 
period.  

Therefore, the expected failure recovery ratio (FRR) without channel loss is  

3.3 Refresh Process Modelling with Channel Loss 

Let Y be the time of first failure occurrence after last state refresh. Y∼  Exp (λ) 

For a refresh interval with length S, the expected failure recovery time (or expected time under 
inconsistent state) is E(S-Y) + = g(s); among n refresh intervals, the total time spent under inconsistent 
state is n g(s); 

Let p be the channel loss rate. With channel loss, the length of the refresh interval observed at one 
node can be r, 2r … k r, subject to certain possibility. Let S be the length of a typical refresh interval. 
S is a random variable. 

Fig 2 Refresh Model with Channel Loss 
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Then the expected failure recovery ratio (FRR) is n g(s)/ n E(S) = g(s)/ E(S). 

Therefore, the expected failure recovery ratio (FRR) with channel loss is 

 

 

From this equation, refresh interval r and failure rate λ have a large effect on resilience behaviour of 
soft state protocols. This explains the fact that tuning the refresh interval r could gain a better 
performance in resilience. Quantitative analysis on such effects will be presented in our future work. 

4. Related Work 
There have been several model based approaches on performance analysis of signalling protocols. 
Raman et al [2] develops an open-loop multi-class queuing model for soft-state based communication 
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to analyze the consistency behaviour and bandwidth consumption behaviour given different data 
arrival rates, loss rates and session expiration rates. The transmission channel between sender and 
receiver acts as a “service”; consistent state and inconsistent state are inputs of the queuing system. 
However, there are some flaws in its model analysis: 

(1)Loss of trigger messages brings inconsistency in inputs to the queue. However, loss of refresh 
message may not cause inconsistency until state expires at the receiver. Thus, even if refresh messages 
are lost during delivery with probability p, such a loss still brings consistency input to the queue.   

(2) According to [6], the scheduling of the server in [2] is not FCFS (First-Come-First-Serve). 
Because of space limitation, the details are not given in this paper. 

Ping et al [3] uses a continuous time Markov model to quantify state inconsistency and cost in single 
and multi-hop signalling scenarios, to compare and contrast a variety of signalling approaches. 

5. Conclusions and Future Work 
This paper studies the resilience behaviour of soft state protocols through a failure recovery model. 

The model based performance analysis presented here is mainly theoretical; the model needs to be 
validated through simulations and experiments in future work; 

This paper only discusses the resilience aspect of the soft state performance analysis; more work on 
robustness and adaptability are in progress; 

The proposed model is only for the refresh process of signalling protocols. It would be interesting to 
model the trigger process and thus present a comprehensive model for signalling protocols. 
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