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Abstract:  This paper proposes a novel two-stage method for motion segmentation under 
stationary background conditions. First motion vectors are extracted using an attention based 
method. Then a region growing technique is applied to these vectors to obtain motion 
segmentation and completes motion segmentation with region matching. The algorithm is tested 
on various video data and experimental results show that the proposed approach can extract 
detailed motion information from non-rigid objects such as moving people. 

1. Introduction 
Motion segmentation is a process of segmenting foreground moving objects from the background scene in video 
sequences. It is a basic task for many computer vision applications, such as content-based video retrieval and 
indexing [1-3], object tracking [4], and object-based analysis and video coding [5,6]. 
Motion segmentation can be performed by either first estimating a field of motion parameters then segmenting it, 
or by applying jointly motion estimation and segmentation. In one class of approaches, motion parameters are 
computed and then segmented sequentially [4,6,7], while in the other class of methods motion estimation and 
segmentation are performed jointly. The problem in this class is usually formulated using the energy 
minimization or maximum a posteriori (MAP) probability frameworks [1,5,8-11] and solved by iterating 
between estimation and segmentation steps derived from the formulation.  
Motion segmentation requires accurate estimation of movement. We adopt an attention based approach [12,13] 
to extract motion information which is then used in a region growing and matching process.  

2. Motion segmentation framework outline 
The proposed framework contains two stages. The first stage uses an attention based method [12,13] to estimate 
and extract motion information. The second stage then applies a region growing technique to motion vectors 
extracted. It completes motion segmentation with region matching. The outline of the algorithm is given below. 

2.1 Motion estimation  

Regions of static saliency have been identified using an attention method described in [14]. Those regions which 
are largely different to most of the other parts of the image will be salient and are likely to be in the foreground. 
This concept has been extended into the time domain and is applied to frames from video sequences to detect 
salient motion. The approach [12,13] does not require an initial segmentation process and depends only upon the 
detection of anomalous movements. The method estimates the shift of locations between frames by obtaining the 
distribution of displacements of corresponding salient features around these locations. 
In this paper candidate regions of motion are detected by generating the intensity difference between the current 
frame and a background reference frame obtained by averaging a series of frames in an unchanging video 
sequence. A threshold is then applied producing a potential motion template. The intensity difference  
between pixels x in the current frame and the reference is given by 
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where parameters ( )  & ( 222  represent the rgb colour values for pixel x in reference frame and the 
current frame. The intensity Ix is calculated by taking the sum of the differences of rgb values between the two 
frames. The candidate regions C in the current frame are then identified where . T is a threshold 
determined by an analysis of the image.   
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Select a set of m random points in G (called a fork) where xS
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Forks are only generated which contain pixels that mismatch each other. This means that forks will be selected in 
image regions possessing high or certainly non-zero attention scores, such as on edges or other salient features. 
In this case the criteria is set so that at least one pixel in the fork will differ with one or more of the other fork 
pixels by more than δ  in one or more of its rgb values i.e. 
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Define the radius of the region within which fork comparisons will be made as V (view radius). Randomly select 
another location  in the next frame within a radius V of . 0y 1tR + 0x
Define the second fork     
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yS is a translated version of . The fork centred on  is said to match that at  (  matches ) if all the 

colour components of corresponding pixels are within a threshold , 
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N attempts are made to find matches and the corresponding displacements are recorded as follows: 
For the jth of N1 < N matches define the corresponding displacement between  and  as 0x 0y ( )qp σσ ,=+1t

jσ  
where  
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and the cumulative displacements  and match counts Δ Γ  as 
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where N1 is the total number of matching forks and N is the total number of matching attempts.  
The displacement 1+t

0xσ corresponding to pixel x0 averaged over the matching forks is 
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This process is carried out for every pixel x0 in the candidate motion region  and M attempts are made to find 

an internally mismatching fork . The displacements are saved in the motion vector map  and . 
tR
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2.2 Motion segmentation 

The motion vectors generated in the previous section tend to be associated with salient regions such as leading 
and trailing edges of moving objects; non-salient homogeneous regions are not assigned motion vectors and for 
this reason in the second stage a region growing algorithm is introduced which infers motion in these 
homogeneous regions. First homogeneous regions are identified. Then the position of the largest motion vector 
is taken as a seed for region growing and the value of this vector is assigned to pixels in the homogeneous region 
if this translation would lead to a pixel match in the next frame. This is repeated for the same homogeneous 
region to allow a different motion vector to be assigned to the remaining part of the same homogeneous region to 
obtain a match with the next frame. Regions which are changing shape would be affected by this process. 

1. The location of the largest motion vector i
1φ  in MVO  is labelled as a starting pixel for region growing 

for region iP  (i=1 initially). 
2. Its 8*p neighbourhood pixels (p=1 initially) are compared with the starting pixel for a colour match 

(equation (4)) and included in region iP  if a match is found.  

3. Step 2 is repeated with p=p+1. The 8p-neighbourhood pixels are each included in region iP  if they 

match the starting pixel and are adjacent to a pixel already in region iP . 

4. Growing stops when no further pixels are included in region iP  in step 3. 
5. Apply thresholding mask C to remove pixels grown beyond the candidate moving regions. 
6. Assign i

1φ  to all pixels in region iP  if they match corresponding pixels in the next frame in colour. 

Update '
MVO with new assignments. 

7. Search for 2nd largest motion vector i
2φ  from '

MVO  in region iP .  



8. Assign i
2φ  to all homogeneous pixels in region iP  whose motion vectors are not already assigned with 

i
1φ  if they match corresponding pixels in the next frame.  

9. Update '
MVO and MVO with new assignments. 

10. Repeat Step 1-9 for i = 1, …,Φ  regions until growing ceases. 
Seed motion vectors are rejected if their locations are not present in a difference frame between the current 
and next frame.  This eliminates the spurious analysis of stationary objects not present in the reference frame. 

i
1φ

3. Results and Discussion 
The attention based region growing algorithm is illustrated on various data [15] both indoors and outdoors. The 
parameters of all experiments were M = 100, N = 10000, 1=ε , m = 2, δ = (40,40,40), T = 90. V is selected 
according to the maximum velocity expected in the clip. Values of Φ  in the results below reflect the point at 
which no further motion vectors are assigned.   

3.1 Reading University 

A pair of 768x576 frames from a campus sequence was analysed with results shown in Figure 1. The reference 
frame was obtained by averaging over 200 frames. The intensity difference frame indicates the areas of 
candidate motion for subsequent analysis. Motion vectors were calculated as above for each pixel in the car 
region and plotted in Figure 2 before and after region growing.  The moving region is magnified so that the 
individual motion vectors can be seen. A region growing map shows the separate regions  with the colour 
indicating the order of their generation according to the colour bar. V = 10,

iP
30=Φ . Approximately 90% of 

pixels in all the homogeneous regions (1 to 30) are assigned motion vectors. 

   
         (a)             (b)             (c)                  (d) 
Figure 1: (a) Current frame; (b) next frame; (c) reference frame; (d) intensity difference frame.   

 
             (a)      (b)            (c) 
Figure 2: Motion vector maps (a) before and (b) after region growing; (c) region growing map. 

3.2 London Train Station 

The results from a pair of 720x576 frames from a London Train Station sequence are shown in Figure 3. The 
reference frame was obtained by averaging over 1000 images taken from the video. Motion vectors are plotted in 
Figure 4 for the top pedestrian after region growing. A region map is shown. It is worth noting that pedestrian’s 
arm has a different motion to his body which is illustrated in the magnified view. V = 15, , T = 180. 30=Φ

   
          (a)           (b)           (c)             (d) 
Figure 3: (a) Current frame; (b) next frame; (c) reference frame; (d) intensity difference frame.   



 
        (a)      (b)    
Figure 4:  (a) Region growing map; (b) motion vector map for the top pedestrian. 

4. Conclusions and future work 
An attention based region growing algorithm has been proposed for motion detection, estimation and 
segmentation. The method was illustrated on various video data with a stationary background both indoors and 
outdoors. The proposed algorithm not only obtains motion estimation, but it also achieves a high motion vector 
assigning rate for motion segmentation. Furthermore the different motion regions extracted on individual objects 
can be used to investigate more detailed object behaviour in the scene. The method does not require a training 
stage or prior knowledge of the objects to be tracked.  
Future work will be carried out on wider range of data with particular emphasis on tracking parts of non-rigid 
objects possessing different motions.  
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