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Abstract

In this thesis, a comprehensive analytical and numerical study of optical non-linear effects in plasmonic metamaterials is presented. The new results reported and described in this work can potentially have a significant impact on our understanding of electromagnetic phenomena in artificial optical materials, and facilitate the design and fabrication of new active optical devices with new or enhanced functionality. Equally important, these results could lead to deeper physical insights into the fundamental properties of these metamaterials.

To this end, a new analytical formalism based on the multiple scattering theory has been developed, a theoretical framework that allows one to fully characterise the linear and non-linear electromagnetic properties of arbitrary distributions of metallic nanowires. This formalism is unique in allowing readily retrieval of the spatial distribution of the electromagnetic field both at the fundamental frequency (linear analysis) and the second harmonic (non-linear optical response). The formalism also allows for both frequency- and time-domain investigations.

Based on this work, a new software tool with unique features has been implemented and used to achieve a better understanding of the intricate electromagnetic phenomena occurring in nano-structured plasmonic systems. In particular, this tool has been used to design and investigate numerically several new non-linear plasmonic structures and nanodevices with remarkable properties. Amongst them were non-linear plasmonic cavities with high quality factors, plasmonic cavities that support non-linear whispering gallery modes and sub-wavelength non-linear plasmonic sensors with enhanced sensitivity and reduced device volume.

Several other plasmonic systems that show tremendous potential for the development of advanced metamaterials-based devices have also been explored. Specifically, it was demonstrated that nano-patterned metasurfaces can be employed to achieve polarisation controlled electromagnetic response in arrays of cruciform apertures and magnetisation induced second harmonic generation in chiral metallic structures. The numerical investigation of photonic superlattices exhibiting zero effective index of refraction has also been discussed.
It’s still magic, even if you know how it’s done.

Terry Pratchett
Acknowledgements

First and foremost, I would like to thank my supervisor, Nicolae Panoiu. Without his counsel, guidance, insight, patience and understanding I do not think I could have achieved this much. I will be indebted to him for the rest of my professional career.

Second, I would like to extend my gratitude to my secondary supervisor, Anibal Fernandez, for the insightful conversations we have had and the advice he has provided throughout my time as a PhD student.

I would like to also thank my close collaborators at UCL and the LCN, Paul Warburton, Edward Osley and Paul Thompson. The importance of their contribution to the exciting work we have done together cannot be understated, nor can the impact of their ideas, suggestions and advice to the thesis at hand be ignored.

I also thank Ventsilav Valev from the Katholieke Universiteit Leuven and Serdar Kocaman from Columbia University, for their remarkable collaboration and support. It has been a pleasure and a privilege to work alongside them.

I extend the same gratitude to all my other collaborators, colleagues and co-authors with whom I have interacted over these years and whose names are, unfortunately, too many to mention here. Thank you all.

I am also grateful to all the people who have taught me much of what I know today including, among many others, my former mentors and teachers from the West University of Timisoara and the Universite Joseph Fourier.

Of course, a great thank you goes out to the people who have made these past few years an extraordinary experience. My colleagues and friends from the EE department, the CALT and the LCN and my friends both from London and from back home. Many of you have stuck by me and made the difficult times easier and the good times even better.

Finally, I want to thank my family for their support and understanding, and the sacrifices they have sometimes had to make these past few years for me to be here.

I would like to acknowledge my funding agency, the UK Engineering and Physical Sciences Research Council, for supporting this work. I also acknowledge the use of the UCL Legion High Performance Computing Facility, and associated support services, in the completion of this work.
ARTICLES IN PEER REVIEWED JOURNALS


PEER REVIEWED CONFERENCES


LIST OF NOTATIONS AND ACRONYMS

c speed of light in vacuum ($3 \times 10^8\,\text{m/s}$)
DFG difference frequency generation
DL detection limit
$\epsilon_0$ electric permittivity of vacuum ($8.854 \times 10^{-12}\,\text{F/m}$)
$\epsilon$ electric permittivity
$\epsilon_r$ relative electric permittivity ($\epsilon/\epsilon_0$)
FDTD finite-difference time-domain
FF fundamental frequency
FWHM full-width at half-maximum
$H^{(1)}_m(x)$ Hankel function of the first kind
$H^{(2)}_m(x)$ Hankel function of the second kind
$J_m(x)$ Bessel function of the first kind
k wave vector
$\lambda$ wavelength
LSP localised surface plasmon
MSHG magnetisation induced second harmonic generation
MSM multiple scattering matrix
PhC photonic crystal
PMMA Poly(methyl methacrylate)
Q quality factor
RCWA rigorous coupled wave analysis
RIU refractive index unit
SERS surface enhanced Raman scattering
SFG sum frequency generation
SH second harmonic
SHG second harmonic generation
SNR signal-to-noise ratio
SP surface plasmon
SPP surface plasmon polariton
$\mu_0$ magnetic permeability of vacuum ($1.256 \times 10^{-6}\,\text{H/m}$)
$\mu$ magnetic permeability
$\mu_r$ relative magnetic permeability ($\mu/\mu_0$)
$\omega$ angular frequency
WGM whispering gallery mode
$\chi^{(1)}$ linear susceptibility
$\chi^{(2)}$ second order susceptibility
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Chapter 1

Introduction

Photonics has established itself as one of the leading fields of research in physics and engineering. Nowadays, our ability to manipulate light and matter far surpasses anything that was considered possible only a few years ago. The foundation of these innovations lies in the advances made in nanotechnology and nanofabrication. It is possible today to fabricate structures with characteristic dimensions much smaller than the wavelength at which they operate. As a result, these basic structures can be designed to act as “meta-atoms” leading to effective material properties not available in nature. The end result is a new type of material, a metamaterial, where the properties of the medium can be artificially engineered and controlled at will. The emergence of this new paradigm in materials design has led to the development of materials with remarkable physical properties, including media with negative or zero index of refraction, photonic bandgaps, photonic anisotropy and magnetism at terahertz frequencies. Equally important, metamaterials have been shown to have extraordinary potential applications, such as optical cloaking, superlensing below the diffraction limit, nano-scale sensors, sub-wavelength lasers and perfect absorption. It is thus clear that photonic metamaterials possess the potential needed to tackle some of the main technological requirements of modern society. Major breakthroughs in photonics are already being employed in designing and building new applications in fields as varied as telecommunications, high-performance computing, medicine or renewable energy.

This great potential for innovation, however, brings with it new challenges in photonics research. Understanding the behaviour of the electromagnetic field at the nanoscale becomes a crucial factor in discovering and quantifying the relation between the inner workings of metamaterials and their properties and applications. At sub-wavelength scale, there are a series of intriguing new electromagnetic phenomena that occur in artificial media. Two of them, in particular, will be the main focus of this work. The first is related to the excitation of bound surface waves at metal-dielectric interfaces, known as surface plasmons. The resonant excitation of plasmon modes can lead to very large field enhancement at sub-wavelength scale. The second phenomenon
is the generation of non-linear optical harmonics in arbitrary distributions of metallic nano-particles, and, more specifically, the generation of the second-harmonic. Second harmonic generation is an important optical process, which occurs at half the wavelength (double the frequency) of the input radiation and, being a non-linear process, its intensity depends on the fourth power of the electric field. Consequently, second harmonic generation can, as will be shown in this work, allow for low-power operation of nano-devices and reduced, sub-wavelength device volume. These two characteristics are also directly correlated and the possibility of controlling the former can lead to the ability to manipulate the latter.

The importance of understanding these fundamental electromagnetic phenomena and how they influence the optical properties of metamaterials cannot be understated. In order to be able to employ these effects in enhancing the functionality of current optical devices and designing new ones for advanced applications, a solid, comprehensive, theoretical background of the physical properties of metamaterials is required. Several components of this background are already being investigated by the scientific community with remarkable advances occurring in analytical, numerical simulations and experimental areas. Nevertheless, many unknowns still remain. Specifically, in the context of this work, there is, to the best of my knowledge, little information available on surface second harmonic generation in structured plasmonic materials. It is thus the main objective of this work, to help further understand this non-linear optical process, its properties and how it influences, and can be influenced by, the environment in which it occurs. This information can then be used to design and investigate new non-linear optical devices and extend the range of applications of metamaterials as will be shown in the work at hand. The next section will describe these objectives in more detail.

1.1 Main Objective of the Work

The objectives of this work can be combined in four main vertically integrated thrusts, with each of them building upon and extending the previous one. In this section, these four thrusts will be described in more detail.

The first objective, of analytical nature, is to develop an accurate theoretical model for non-linear optical effects in plasmonic nanostructures. Specifically, I will demonstrate that by employing multiple scattering theory, one can derive a comprehensive model of linear and non-linear light scattering from two dimensional distributions of metallic nanowires. The model will take into account both the surface and bulk contributions to second harmonic generation from arbitrary distributions of metallic objects. This phenomenon has not been, thus far, described, nor have its many potential applications been investigated. I will also show that this theoretical model lends itself well to an efficient numerical implementation and provides the possibility to accurately map
the linear and non-linear electromagnetic field at any given point in the system. Secondly, I will explain how several other important physical parameters can be extracted from this model, including far- and near-field electromagnetic responses.

In the second stage, this analytical model of light scattering in metallic nanowires will be implemented in a new numerical algorithm. The end result of this work is a powerful new software tool, named OPTIMET (OPTIcal METamaterials). This unique tool will be able to efficiently solve the linear and non-linear, frequency domain, scattering problem in arbitrarily distributed, finite arrays of parallel metallic cylinders with arbitrary geometrical and electromagnetic properties. Further to this, I will show how, by extending the mathematical formalism developed in the first step of the project, OPTIMET’s capabilities can be augmented to include solving both time-domain problems, as well as the possibility to simulate resonant non-linear modes that possess angular momentum.

Using this tool, in the third phase of this work, I will use advanced numerical simulations to illustrate how resonant non-linear plasmonic structures can be employed to study complex optical effects, such as plasmon coupling, plasmon waveguides, sub-wavelength light focusing and light localisation. Using the insights into second harmonic generation from metallic structures gained in this step, the focus of the work will shift towards resonant nonlinear plasmonic cavities and their applications. I will investigate plasmonic cavities that can be tailored so as to provide very high quality factors and to support non-linear whispering gallery modes (cavity modes that possess angular momentum). Finally, a new design for a non-linear plasmonic sensor will be proposed, a design based on the previously investigated plasmonic cavities. These devices have sensitivities well in line with currently available plasmon sensor designs, but allow for device volumes up to several orders of magnitude smaller.

In the fourth and final stage of the work, several ideas related to what will have been discussed previously will be considered. The objective at this stage will be to explore other potential areas of interest pertaining to plasmonic metamaterials, so as to better understand how plasmon-enhanced devices can be employed in new applications and how non-linear effects can be effectively integrated into these devices. Specifically, I will be discussing the possibilities offered by nano-patterned metallic surfaces, known as metasurfaces, in polarisation sensitive devices, enhanced surface second harmonic generation in chiral materials and magnetically enhanced non-linear effects. Also, I will demonstrate that, by using photonic crystals, a metamaterial with zero effective refractive index can be achieved. Throughout this part of the work I will be considering several other numerical methods employed in the study of electromagnetic effects. I will discuss how these methods can be used to further expand the understanding of the linear and non-linear optical effects in structured media with focus on plasmon-
enhanced effects. Finally, I will give an overview on the use of numerical methods to help design, tune and validate several experimental findings presented at this stage.

1.2 Outline

In Chapter 2, an overview of the main concepts and ideas which will be used in further chapters is given. This overview is based on both historical and current scientific literature. At the same time, a detailed review of the current state-of-the-art in the field will be given with relevant references to the large body of published work. Throughout the following chapters, this parallel to existing studies will be extended in each case and the need for and contributions of this work will be highlighted.

Chapter 3 consists of a comprehensive description of a new mathematical formalism based on multiple scattering theory, which accurately models second harmonic generation in arbitrary distributions of metallic nanowires. This new method takes into account both the surface and bulk non-linear contribution of the nanowires and allows one to extract accurate linear and non-linear field profiles, as well as total, scattering and absorption cross sections. In this chapter, the extension of this model to allow for time-domain studies will also be presented.

The software implementation of this new formalism as part of the OPTIMET tool will be discussed in Chapter 4. The logical and technical implementation of OPTIMET will be explained in detail. The work flow of the numerical solver will also be linked to the relevant parts of the numerical algorithm so as to give a clear picture of the implementation. The technical presentation will include the various input and output options supported by OPTIMET, details about the architecture it was implemented and used on, as well as its performance as a parallel algorithm.

Following this, in Chapter 5 a detailed analysis of linear and non-linear wave scattering in arrays of metallic nanowires is given. The results in this chapter, obtained using the OPTIMET tool, show how plasmon enhanced surface second harmonic generation leads to exciting new phenomena in a wide array of structures such as single cylindrical scatterers, metallic dimers, nanowire chains and 2D ordered random distributions of metallic cylinders. These phenomena will be thoroughly discussed and the findings put into the wider context of the research area.

In Chapter 6 the design and numerical investigation of non-linear plasmonic cavities will be discussed. To this end, the chapter will contain details on how the time-domain capabilities of OPTIMET can be used to tune these structures, so as to excite modes with very high quality factor. The properties of these modes and their increased sensitivity to geometrical changes will be elaborated upon. Also, the major potential applications of these designs will be analysed and discussed, together with a quantitative characterisation of their performance.
A detailed presentation of how beams carrying angular momentum can be used to excite non-linear whispering gallery modes in plasmonic cavities is given in Chapter 7. Specifically, it will be shown how by analysing the components of the incoming and scattered fields, one can find a close relation between their symmetries and the symmetries of the cavity being excited. This relation can be used to determine whether a given incident beam will couple with a specific whispering gallery mode. The effects of the structural properties of the cavity on the behaviour of the modes will also be discussed in this chapter.

A new design for a non-linear plasmonic sensor will be proposed in Chapter 8. Here, it will be discussed how non-linear plasmon cavity modes can be used to obtain a very high sensor sensitivity, which equals that of current plasmon based devices, but with a much smaller volume. To this end, several of the characteristic properties associated with a sensor, such as sensitivity, detection limit and signal-to-noise ratio, will be analysed and compared with existing designs.

In Chapter 9, the rigorous coupled wave analysis method will be used to investigate nano-patterned metallic surfaces. The results given will illustrate how these metasurfaces can be employed to design plasmonic devices whose optical response is strongly dependent on the polarisation of the incoming light. The physical phenomena leading to this effect will be thoroughly investigated and explained. The findings will also be compared to, and shown to be in very good agreement with, experimental results.

Plasmonic metasurfaces are also the focus of Chapter 10. Here, numerical simulations will be used to validate and further enhance the results of the experimental investigation of metallic metasurfaces with chiral patterns. Specifically, it will be proven that, using surface second harmonic generation, it is possible to accurately map the non-linear field distribution, and that it corresponds to the distribution of the field at the fundamental frequency. Finally, the effects of magnetic fields on second harmonic generation in metasurfaces will also be discussed.

Chapter 11 consists of an analysis of a photonic crystal structure with alternating positive and negative refractive index layers. Numerical simulations using the finite-difference time-domain algorithm will be employed to confirm the experimental findings of a new type of photonic band-gap, which corresponds to a zero refractive index. Also, the same numerical method will be used to show that this remarkable property is not affected by random geometry variations incurred during the fabrication process. The possible applications of this photonic structure will be discussed as well.

Finally, the main conclusions of this work and its contributions to the field are outlined in Chapter 12. Ideas for extending this work and future prospects are also presented in this concluding chapter.
Chapter 2

Background

2.1 Introduction

Electromagnetic effects are closely tied to the internal properties of the materials in which they occur. As was pointed out in the introductory chapter, these properties can now be artificially engineered to produce new types of materials not readily available in the natural world. A common classification scheme for artificial media takes into account the size of their characteristic features relative to the wavelength region in which they operate. Figure 2.1 illustrates this concept. Thus, electromagnetic materials can be split into three broad groups. In the first group, the feature size is much larger than the wavelength of incident light, which is the well known regime of geometrical optics. In the second case, the feature size is comparable to the wavelength and this category of materials is known as photonic crystals (PhCs). Finally, in the third group, we have metamaterials, materials whose characteristic feature size is much smaller than the wavelength, allowing thus for effective linear and non-linear electromagnetic properties. In this chapter, the latter two types of media will be presented and their fundamental properties analysed.

At the same time, we will look here at the various electromagnetic effects which take place both in natural and artificial media. Specifically, in this chapter, surface plasmon resonances, surface second harmonic generation and magnetisation induced non-linear effects will be presented. The fundamental physical principles behind these phenomena, their properties and the relations between them will be discussed. At the same time, the various influence of these effects on the properties and applications of artificial materials will be considered. Throughout the chapter, the discussion will be accompanied by specific examples from the state-of-the-art research in the field as well as details regarding the historical evolution, current situation and future challenges related to each particular topic.
2.2 Fundamentals of Plasmonics

Several electric and magnetic phenomena have been known since antiquity. However, the modern field of electromagnetism can be said to have begun during the 19th century with the publication of Maxwell’s seminal paper *A Dynamical Theory of the Electromagnetic Field*, which first suggested that light is an electromagnetic wave and also laid out the well known Maxwell equations as a mathematical framework to describe the dynamics of the electromagnetic field [1]. Since then, several new areas of research in electromagnetism have emerged which draw upon, and extend, Maxwell’s theory of electromagnetism. Among these, one field which has seen remarkable growth in recent years is that of plasmonics. Plasmons have been known for some time; however, only in recent years has their great potential application to optics been brought into focus. Before moving on to discuss how plasmons are used in modern optics and photonics and the possibilities they offer for future technologies, it is important to understand the fundamental physical concepts which describe plasmons and their properties. This is the objective of this section. The discussion here will begin by examining Maxwell’s equations and showing how, by combining them with the material equations describing the properties of metals, plasmon solutions can be found. At the same time, examples will be given of how plasmons can be practically excited in metallic structures and of some of the state-of-the-art applications of plasmonic devices.

2.2.1 Maxwell’s Equations and Electromagnetic Field Dynamics

Due to their nature, most of the physical properties of plasmons can be fully described within the framework of classical electrodynamics. The classical equations of electromagnetism are the well known Maxwell’s equations, which in their macroscopic form
are written as [2]:

\[ \nabla \cdot \mathbf{D} = \rho, \quad (2.1a) \]
\[ \nabla \cdot \mathbf{B} = 0, \quad (2.1b) \]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (2.1c) \]
\[ \nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t}, \quad (2.1d) \]

where \( \mathbf{E} \) and \( \mathbf{H} \) are the electric and magnetic fields, respectively, \( \mathbf{D} \) is the electric displacement, or electric induction, \( \mathbf{B} \) is the magnetic induction, and \( \rho \) and \( \mathbf{J} \) are the charge and current densities, respectively. In the case of a homogeneous isotropic medium, Maxwell’s equations are complemented by a set of material equations, which relate the macroscopic fields \( \mathbf{E}, \mathbf{H}, \mathbf{D}, \mathbf{B} \) to the electric polarisation \( \mathbf{P} \) and magnetisation \( \mathbf{M} \) inside the material:

\[ \mathbf{D} = \epsilon_0 \mathbf{E} + \mathbf{P}, \quad (2.2a) \]
\[ \mathbf{H} = \frac{1}{\mu_0} \mathbf{B} - \mathbf{M}, \quad (2.2b) \]

where \( \epsilon_0 \) is the electric permittivity and \( \mu_0 \) the magnetic permeability of free space. The polarisation \( \mathbf{P} \) can also be related to both the bound charge and current density via:

\[ \nabla \cdot \mathbf{P} = -\rho_p, \quad (2.3a) \]
\[ \mathbf{J} = \frac{\partial \mathbf{P}}{\partial t}, \quad (2.3b) \]

The total charge and current density are constrained by the charge conservation, or continuity, equation:

\[ \nabla \cdot \mathbf{J} + \frac{\partial \rho}{\partial t} = 0, \quad (2.4) \]

a relation that can be easily derived from Maxwell’s equations (2.1). Moreover, in linear and isotropic media, the electric field \( \mathbf{E} \) and the magnetic field \( \mathbf{H} \) can be related to the electric and magnetic inductions \( \mathbf{D} \) and \( \mathbf{B} \) by the constitutive relations:

\[ \mathbf{D} = \epsilon_0 \epsilon_r \mathbf{E}, \quad (2.5a) \]
\[ \mathbf{B} = \mu_0 \mu_r \mathbf{H}, \quad (2.5b) \]

where \( \epsilon_r \) and \( \mu_r \) are the relative permittivity and permeability of the medium, respectively. Equations (2.5), in conjunction with the material equations (2.2), also show that the electric polarisation and magnetisation are proportional to the electric and magnetic field, respectively. This can be expressed by introducing the electric and magnetic sus-
ceptibilities \( \chi_e \) and \( \chi_m \), respectively, namely \( P = \epsilon_o \chi_e E \) and \( M = \mu_0 \chi_m H \). From Eqs. (2.5), the relative permittivity and permeability can then be related to the susceptibilities by:

\[
\begin{align*}
\epsilon_r &= 1 + \chi_e, \quad (2.6a) \\
\mu_r &= 1 + \chi_m. \quad (2.6b)
\end{align*}
\]

It is worth noting here that a non-magnetic material, namely a medium in which \( M = 0 \), is characterised by \( \chi_m = 0 \) and \( \mu_r = 1 \).

One of the most important features of Maxwell’s equations is that they allow for travelling wave solutions that carry energy. Consider for simplicity an infinite medium with no sources \( (\text{i.e. } \rho = 0 \text{ and } J = 0) \), which has a constant spatial distribution of the permittivity \( \epsilon \) and permeability \( \mu \). Then, taking the curl of Eq. (2.1c) leads to:

\[
\nabla \times \nabla \times E = -\mu \frac{\partial}{\partial t} \nabla \times H, \quad (2.7)
\]

which according to Eq. (2.1d) without sources can be written:

\[
\nabla \times \nabla \times E = -\mu \epsilon \frac{\partial^2 E}{\partial t^2}. \quad (2.8)
\]

Finally, using the vector relation \( \nabla \times (\nabla \times A) = \nabla (\nabla \cdot A) - \nabla^2 A \), where \( A \) is any vector function of \( r \), Eq. (2.8) can now be written:

\[
\nabla^2 E - \mu \epsilon \frac{\partial^2 E}{\partial t^2} = 0, \quad (2.9)
\]

which is the electromagnetic wave equation for the electric field. Here, we have also made use of the fact that the divergence \( \nabla \cdot D = 0 \) when no sources are present. For the magnetic field, the same line of reasoning can be followed, the result being that the dynamics of \( B \) can be described by Eq. (2.9), too.

One of the simplest solutions for Eq. (2.9) is the transverse plane wave. Assuming a harmonic spatial and temporal dependence of the fields, \( E \sim e^{i(k \cdot r + \omega t)} \), Eq. (2.9) can be rewritten as:

\[
\nabla^2 E - \mu \epsilon \omega^2 E = 0, \quad (2.10)
\]

which is the Helmholtz equation. The wave vector \( k \) is related to the frequency \( \omega \) and properties of the medium by \( k^2 = \mu \epsilon \omega^2 \), which implies a phase velocity of \( v = \omega / k = 1 / \sqrt{\mu \epsilon} \). The phase velocity can also be expressed in terms of the refractive index, \( n \), and the speed of light in vacuum, \( c \), as \( v = c / n \), which leads to the expression for the refractive index, \( n = \sqrt{\epsilon_r \mu_r} \).
2.2.2 Electrodynamics of Plasma Oscillation

A plasmon is commonly defined as a quanta of plasma oscillations of the free electron gas [3]. The plasmon can thus be viewed as a quasi-particle whose physical properties strongly depend on the electromagnetic characteristics of the medium in which it is excited. It can be described in simpler terms as the oscillation of the electrons in a free electron gas against the positive charge background provided by the fixed ions in a metal. In an ideal metal, i.e. a metal with no optical losses (damping), and with no external sources, this oscillation occurs at the plasma frequency associated with the metal.

In dispersive media, $\epsilon$ and $\mu$ are dependent on the frequency $\omega$ of the electromagnetic wave propagating in the medium. Assuming the case of non-magnetic metals (i.e. $\mu_r = 1$) one can easily derive a general expression for the frequency dispersion $\epsilon(\omega)$. One simple model which explains the behaviour of metals over a broad frequency range is the free electron model. In this model, a metal is viewed as consisting of a classical gas of non-interacting electrons, which exhibit free movement within the confines of the material boundaries. The equation of motion for an electron which is acted upon by an electric field $\mathbf{E}$ can be written as:

$$ m\ddot{r} + m\gamma \dot{r} = -e\mathbf{E}, \quad (2.11) $$

where $r$ is the electron displacement, $\gamma$ is the damping coefficient (frequency) due to electron-ion collisions and $e$ is the electron charge. Assuming an harmonic time dependence for $\mathbf{E}$ and $r$, $\mathbf{E}(t) = E_0 e^{i\omega t}$ and $r(t) = r_0 e^{i\omega t}$, where $r_0$ and $E_0$ are the amplitudes of $\mathbf{E}$ and $r$, respectively, the solution to Eq. 2.11 is:

$$ r_0 = \frac{e}{m(\omega^2 - i\gamma \omega)} E_0. \quad (2.12) $$

The displacement of the electrons in the metal will induce a polarisation $\mathbf{P} = -Ne\mathbf{r}$, where $N$ is the electron density. By using this expression for the polarisation, Eq. (2.2a) becomes:

$$ \mathbf{D} = \epsilon_0 \left[ 1 - \frac{Ne^2}{\epsilon_0 m(\omega^2 - i\gamma \omega)} \right] \mathbf{E}, \quad (2.13) $$

where, for simplicity, the subscript of the fields was dropped. By denoting $\omega_p^2 = (Ne^2)/(\epsilon_0 m)$, the plasma frequency, and using Eq. (2.5) it becomes easy to identify in Eq. (2.13) the expression of the dielectric function $\epsilon(\omega)$ of the free electron gas as:

$$ \epsilon(\omega) = \epsilon_0 \left( 1 - \frac{\omega_p^2}{\omega^2 - i\gamma \omega} \right). \quad (2.14) $$

Expression (2.14) is known as the Drude model of the permittivity of metals [4].
Equation (2.14) leads to an interesting observation. The dielectric function \( \epsilon(\omega) \) is a complex quantity, which means that an electromagnetic wave interacting with the medium experiences absorption and thus its energy is dissipated into the medium. The attenuation of the wave by an absorbing material can be expressed by using a complex wave vector \( k \):

\[
k = \beta + i \frac{\alpha}{2},
\]

where \( \alpha \) is the absorption coefficient, that is to say, the wave amplitude decreases with the propagation distance, \( d \), as \( e^{-\alpha d/2} \), also known as Beer’s law. Moreover, \( \beta \) represents the propagation constant of the wave. Assuming a complex dielectric function \( \epsilon = \epsilon_1 + i \epsilon_2 \), the real and imaginary components can be expressed as a function of the components of \( k \). By taking into account that \( k = \sqrt{\epsilon_r \mu_r (\omega/c)} \), these components can be written as:

\[
\frac{\epsilon_1}{\epsilon_0} = \frac{c^2}{\omega^2} \left( \beta^2 - \frac{\alpha^2}{4} \right),
\]

\[
\frac{\epsilon_2}{\epsilon_0} = \frac{c^2}{\omega^2} \beta \alpha.
\]

In the same manner, \( \epsilon_1 \) and \( \epsilon_2 \) can be related to the complex index of refraction \( \tilde{n} \):

\[
\frac{\epsilon_1}{\epsilon_0} = n^2 - \kappa^2,
\]

\[
\frac{\epsilon_2}{\epsilon_0} = 2n\kappa,
\]

where \( \tilde{n} = n + i\kappa \) and we employed the relation between \( n \) and \( k \), \( k = n(\omega/c) \).

Equation (2.14) has a series of important consequences. In the very low frequency regime, where \( \omega < \omega_p \) and \( \omega \ll \gamma \), the imaginary part of the dielectric function is dominant and metals are highly absorbent. In this case, the absorption coefficient can be written as:

\[
\alpha = \sqrt{2\sigma_{DC}\omega \mu_0},
\]

where \( \sigma_{DC} = \omega_p \epsilon_0 / \gamma \) is the DC electrical conductivity. From Beer’s law it is possible to relate the dc conductivity with the characteristic depth of the penetration of an electromagnetic wave inside a metal, also known as the skin depth \( \delta \). The definition of the skin depth implies that the field intensity inside the metal is attenuated by \( e^{-d/\delta} \), which implies:

\[
\delta = \frac{2}{\alpha} = \sqrt{\frac{2}{\sigma_{DC}\omega \mu_0}}.
\]

As \( \omega \) approaches \( \omega_p \), \( \sigma_{DC} \) is no longer sufficient to describe the electromagnetic response of the metal. Instead, a complex conductivity \( \sigma(\omega) \) is required. The method of obtaining the expression for the frequency dependent conductivity is similar to that
used to obtain Eq. (2.14). The frequency dependent expression $\sigma(\omega)$, also known as Drude’s law of conductivity [2], can then be cast as:

$$\sigma(\omega) = \frac{\sigma_{DC}}{1 - i\omega \tau}, \quad (2.20)$$

where $\tau = \gamma^{-1}$ is the mean time interval between electron-ion collisions. Equations (2.20) and (2.14) can be used to find the relation between the dielectric function and the complex conductivity:

$$\epsilon(\omega) = 1 + \frac{i\sigma(\omega)}{\omega}. \quad (2.21)$$

For most metals, when $\omega$ approaches $\omega_p$, $\omega$ becomes much larger than $\gamma$ and damping effects can be neglected. To give an example, for the case of gold, $\omega_p = 13.72 \times 10^{15}$ rad/s and $\gamma = 4.05 \times 10^{13}$ s$^{-1}$ [5]. Equation (2.14) can then be simplified to:

$$\epsilon(\omega) = 1 - \frac{\omega^2_p}{\omega^2}, \quad (2.22)$$

with the dielectric function becoming purely real. The wave vector can then be written as:

$$k = \sqrt{\omega^2_p - \omega^2}, \quad (2.23)$$

or, alternatively:

$$\omega^2 = \omega^2_p + k^2 c^2. \quad (2.24)$$

This equation describes the frequency dispersion of travelling waves in a free electron gas. Figure 2.2 plots this dispersion relation. For frequencies $\omega < \omega_p$, the wave number $k$ is purely imaginary and thus no waves can propagate. In the regime where $\omega > \omega_p$, the dispersion relation shows that electromagnetic waves can propagate. The group velocity of these waves, defined as $v_g = d\omega/dk$, is smaller than $c$ and the metal behaves as a transparent dielectric. Finally, when $\omega = \omega_p$, one has $\epsilon(\omega) = 0$. Inserting this expression into Eq. (2.5a) and using Eq. (2.2a), the electric field inside the free electron gas becomes:

$$E = -\frac{P}{\epsilon_0}, \quad (2.25)$$

which is a depolarisation field [3]. Physically, this can be understood in terms of the oscillation of the free electrons in the plasma. A static ($\omega = 0$) electric field induces the polarisation of the plasma gas. If the field is turned off, the electrons will feel a restoring force which will lead to the excitation of a collective longitudinal oscillation against the positive background of the fixed ions in the metal. This oscillation will occur at a frequency $\omega = \omega_p$, which is the natural resonant frequency of the plasma gas, the reason for which it is called the plasma frequency. The quanta of oscillations of the plasma gas is known as a plasmon or, to distinguish it from other plasmonic effects
Fig. 2.2: Dispersion of an electromagnetic wave propagating in a free electron gas ("plasmon dispersion") and in free space ("light line").

occurring at the surface of the metal, a volume plasmon.

It is worth mentioning that in the case of metals the free electron model becomes less accurate as the frequency approaches the near-infrared. This is especially important in the case of noble metals such as Au and Ag, as they are most widely used in plasmonic applications. The source of this discrepancy is that the free electron model does not take into account the inter-band effects which are the result of the excitation of electrons from the filled bands below the Fermi surface into higher level bands via photon absorption. This effect can be modelled by adding to Eq. (2.14) a second term corresponding to bound electrons with specific oscillator strengths and frequencies. Formally, this additional term is expressed by rewriting the dielectric function as:

\[
\frac{\epsilon(\omega)}{\epsilon_0} = \epsilon^f_r + \epsilon^b_r. \tag{2.26}
\]

Here, \(\epsilon^f_r\) is the dielectric constant of free electrons, or intra-band contribution described by Eq. (2.14) and can be written as:

\[
\epsilon^f_r = 1 - \frac{\Omega^2_p}{\omega^2 - i\omega\gamma}. \tag{2.27}
\]

This is the Drude model of the dielectric function with \(\omega_p\) replaced by the plasma frequency of an oscillator with strength \(f_0\), \(\Omega_p = \sqrt{f_0}\omega_p\). The second term in Eq. (2.26)
accounts for the contribution of the bound electrons (or inter-band contribution) and is of the form:

\[
\epsilon_r^b = \sum_{j=1}^{N} \left( \frac{f_j \omega_p^2}{\omega_j^2 - \omega^2} \right) + i\omega \gamma_j.
\]

(2.28)

Here \( N \) is the number of oscillators with frequency \( \omega_j \), strength \( f_j \) and damping frequency \( \gamma_j \) where \( (j = 1, \ldots, N) \) [6]. This model is also known as the Lorentz-Drude model. Figure 2.3 shows a comparison between the Drude and the Lorentz-Drude models for Au and Ag. At the near-infrared and higher frequencies, the Drude model no longer accurately describes the complex behaviour of the dielectric constant of metals. At lower frequencies, however, the Drude and Lorentz-Drude models lead to similar results. Therefore, the Drude dielectric function can be successfully employed to model the various electromagnetic phenomena which can occur in plasmons, but care must be used, particularly when considering the frequency range in which these phenomena are studied. Throughout this work, both the Drude and the Lorentz-Drude models will be employed depending on the particular application that is investigated. The use of one formalism over the other will be clearly specified in all cases.

This section has given a brief overview of the principal physical concepts used in plasmonics, as well as an explanation of the origin of plasmons in metals. Volume plasmons are not, however, the only possible type of plasmons so that the next section is devoted to the plasmonic effects that are observed at the interface between a metal and a dielectric.
2.2.3 Surface Plasmon Polaritons at Metal-Dielectric Interfaces

Plasmonic effects do not occur solely in bulk metals. First investigated in the late 1950s [7], surface plasmons are a type of electromagnetic waves which propagate at the surface of a conductor embedded in a dielectric. Surface plasmons are evanescent waves which exhibit exponential decay in the direction normal to the metal-dielectric interface, leading to a very high field concentration within sub-wavelength regions [8]. Because surface plasmons are a direct consequence of the coupling of the electromagnetic field with the plasma oscillations of a metal, they are highly sensitive to the properties of the background and conductive environment, as well as the shape of the interface at which they occur [9].

To better understand how plasmon surface waves can be described as solutions to Maxwell’s equations, consider the simple geometry in Fig. 2.4 consisting of two semi-infinite planar media: a linear, loss-less dielectric with $\varepsilon_d > 0$ and a non-magnetic metallic region with $\text{Re}[\varepsilon_m(\omega)] < 0$. The interface between the two media is assumed to be located at $z = 0$. Assuming as well that there is no spatial variation of the dielectric properties in the $x$ and $y$ direction, the dielectric function of the entire system can now be written as $\varepsilon = \varepsilon(z)$. With these conventions, a propagating wave in the $x$ direction can be described as $E(r) = E(z)e^{ik_xx}$, where $k = (k_x, k_y, k_z)$ is the wave vector. Coupled with Eq. (2.10), this leads to the desired form of the wave equation:

$$\frac{\partial^2 E(z)}{\partial z^2} + \left(\frac{k_0^2}{\varepsilon_0} - k_x^2\right) E = 0,$$  \hspace{1cm} (2.29)

where $k_0$ is the free-space wave vector. A similar expression can be derived for the magnetic field $H$. The wave equation (2.29) supports two solutions representing waves propagating in the $x$ direction and bound to the metal-dielectric interface (i.e. exponentially decaying in the $z$ direction, away from the metal-dielectric interface). The two waves correspond to the TE and TM polarisations [10].

![Fig. 2.4: Interface between a dielectric and a conductor. Propagation of surface waves is assumed to be in the $x$ direction. Inset shows 2D view of surface wave propagation.](image)
In the TM polarisation, also called the \( p \)-polarisation case, the electric field has no components on the \( y \) axis and the magnetic field is oriented along the \( y \) axis. Then, simple calculations show that, assuming a harmonic temporal dependence of the fields, the field components are given by:

\[
H^d_y(z) = A_d e^{ik_x x - k^d_z z} \tag{2.30a}
\]

\[
E^d_x(z) = -i A_d \frac{k^d_z}{\omega \epsilon_d} e^{ik_x x - k^d_z z} \tag{2.30b}
\]

\[
E^d_z(z) = A_d \frac{k^d_z}{\omega \epsilon_d} e^{ik_x x - k^d_z z}, \tag{2.30c}
\]

in the dielectric region \((z > 0)\) and:

\[
H^m_y(z) = A_m e^{ik_x x - k^m_z z} \tag{2.31a}
\]

\[
E^m_x(z) = i A_m \frac{k^m_z}{\omega \epsilon_m} e^{ik_x x - k^m_z z} \tag{2.31b}
\]

\[
E^m_z(z) = A_m \frac{k^m_z}{\omega \epsilon_m} e^{ik_x x - k^m_z z}, \tag{2.31c}
\]

in the metallic region \((z < 0)\), where \( A_d \) and \( A_m \) are the field amplitudes in the dielectric and metallic regions, respectively. The continuity conditions of the fields at the metal-dielectric interface are:

\[
H^d_y(z) = H^m_y(z) \tag{2.32a}
\]

\[
E^d_y(z) = E^m_y(z). \tag{2.32b}
\]

Equation (2.32a) implies that \( A_d = A_m \), while from Eq. (2.32b) it is easy to see that:

\[
\frac{A_d}{\epsilon_d} k^d_z = -\frac{A_m}{\epsilon_m} k^m_z. \tag{2.33}
\]

In addition, the field components expressed by Eqs. (2.30) and (2.31) must obey the wave equation (2.29), which leads to the following relations:

\[
k^d_z = \sqrt{k^2_x - k^2_0 \epsilon_d / \epsilon_0}, \tag{2.34a}
\]

\[
k^m_z = \sqrt{k^2_x - k^2_0 \epsilon_m / \epsilon_0}. \tag{2.34b}
\]

Combining the continuity conditions with Eq. (2.34) yields the dispersion relation of the surface waves \( k_x = k_x(\omega) \), of the form [11]:

\[
k_x(\omega) = \frac{\omega}{c \epsilon_0} \sqrt{\frac{\epsilon_d \epsilon_m}{\epsilon_d + \epsilon_m}}. \tag{2.35}
\]
Before further analysing the properties of surface plasmon polaritons (SPPs) it is relevant to point out one important property of these bound surface modes. Equation (2.33) can be satisfied only in the case in which \( \epsilon_d \) and \( \epsilon_m \) have opposite signs as surface confinement requires \( \text{Re}(k_d^z) > 0 \) and \( \text{Re}(k_m^z) > 0 \). Assuming \( \epsilon_d > 0 \), which is true in the case of dielectrics, it becomes necessary that \( \text{Re}(\epsilon_m) < 0 \), that is, the defining property of a metal. In conclusion, SPP waves can only occur at the interface between a metal and an insulator, typically a metal-dielectric interface. Moreover, Eqs. (2.30) and (2.31) describe a surface mode with evanescent decay in both directions normal to the interface. The decay length of the surface wave is defined as the reciprocal value of \( k_{d,m}^z \), that is \( l_{d,m} = 1/|k_{d,m}^z| \). It should be noted that the decay lengths in the two media are different.

The dispersion relation (2.35) reveals several of the most important characteristics of surface plasmons. Figure 2.5 plots the dispersion of surface plasmon polariton waves at the interface between air and a metal with plasma frequency \( \omega_p \). The metal is assumed to be described by the Drude model; with damping frequency \( \gamma = 0 \). Under these circumstances, the dielectric constant has real values \( (\text{Im}[\epsilon_m(\omega)] = 0) \). The dispersion curve of SPPs lies to the right side of the light line defined by \( \omega = kc\sqrt{\epsilon_o/\epsilon_d} \), which implies that SPPs in this particular configuration cannot directly couple with, nor radiate, a free-space photon.
Figure 2.5 also illustrates that for very low frequencies ($\omega \ll \omega_p$), the dispersion of SPPs approaches that of a free propagating light wave. In this region, SPPs become indistinguishable from grazing-incidence light waves. At higher frequencies, where $\omega$ approaches $\omega_p$, the SPP dispersion curve levels off as $k_x \to \infty$ and the group velocity of the surface wave goes asymptotically to zero. In this regime, SPPs are called surface plasmons and are similar to an electrostatic surface wave [11]. The electrostatic character of the wave stems from the fact that it can be obtained as a solution to the Laplace equation $\nabla^2 \phi = 0$, $\phi$ being the electric potential ($\mathbf{E} = -\nabla \phi$). The solution of the Laplace equation that describes a wave propagating in the $x$ direction and decaying exponentially in the $z$ direction is [10]:

$$\phi(z)_d = A_d e^{ik_x x - k^d_z z},$$

for $z > 0$ and

$$\phi(z)_m = A_m e^{ik_x x + k^m_z z},$$

when $z < 0$. The boundary conditions at $z = 0$ can now be written as:

$$\phi_d(z) = \phi_m(z),$$

$$\frac{\epsilon_d d\phi_d(z)}{\epsilon_0 dz} = \frac{\epsilon_m d\phi_m(z)}{\epsilon_0 dz},$$

corresponding to the continuity of the tangential and normal components of the electric field, respectively. Finally, for Eqs. (2.36) and (2.37) to be solutions to a Laplace equation, it is necessary that $\nabla^2 \phi_{d,m} = 0$, which requires that $k^d_z = k^m_z = k_x$.

One of the characteristics of surface plasmons in the $k_x \to \infty$ limit is that the evanescent decay length $z = 1/k^d_z = 1/k^m_z$ is the same in both media. Combining the continuity relations with the Laplace solutions (2.36) and (2.37) and the above conditions yields:

$$A_d = A_m$$

$$\epsilon_d + \epsilon_m = 0.$$  

Since in the case of dielectrics, $\epsilon_d > 0$, Eq. (2.39b) can only be satisfied if $\epsilon_m < 0$, which is a characteristic shared with SPPs. Inserting Eq. (2.39b) into Eq. (2.35) leads to the conclusion that a surface plasmon is the limit case of a surface plasmon polariton with $k_x \to \infty$. Assuming a metal described by Eq. (2.22), the limiting surface plasmon frequency $\omega_{sp}$ can be expressed in the well-known form:

$$\omega_{sp} = \frac{\omega_p}{\sqrt{\epsilon_d/\epsilon_0 + 1}}.$$
Fig. 2.6: Dispersion relation of a surface plasmon polariton wave at the interface between air and Au in the Drude model. The dashed line indicates the limiting surface plasmon wave vector $k_{SP}$.

The region in which $\omega \rightarrow \omega_{sp}$ is also known as the non-retarded regime (i.e. the speed of light can be considered to be infinite), and it is another method of defining the regime in which surface plasmons exist [10]. Consequently, surface plasmon polaritons are said to exist in the retarded regime, where the finiteness of the speed of light is taken into consideration.

In the case of a real metal with $\gamma \neq 0$ and described by the Drude model (2.14), the dispersion curve of SPPs changes significantly. Figure 2.6 shows the dispersion relation of SPPs at the interface between air and Au. The main difference between this case and a loss-less metal is that the SPP wave vector $k_x$ is now bound by a maximum value, $k_{sp}$, which occurs as $\omega$ approaches $\omega_p$. One important consequence of this fact is that SPPs with a wavelength smaller than $\lambda_{sp} = 2\pi/\text{Re}(k_{sp})$ cannot be excited in real metals.

The decay length of a surface plasmon, on either side of the interface, can be calculated by inserting the dispersion relation (2.35) into Eq. (2.34). The $z$-component of the wave vector, which is also equal to the decay constant, becomes:

$$k_{z,m} = \frac{\omega}{c} \frac{1}{\sqrt{\varepsilon_0}} \sqrt{-\frac{\varepsilon_{d,m}^2}{\varepsilon_d + \varepsilon_m}}.$$  \hspace{1cm} (2.41)

The decay constant determines the attenuation length, which is defined as $l_{d,m} = 1/k_{z,m}$. This is the characteristic length after which the field decreases to $1/e$. In the dielectric medium it is larger than the wavelength of propagating wave, as $l_d > 1/k_x$. In the metallic region the attenuation length (skin depth) is determined by Eq. (2.19). At high frequencies, where the surface plasmon is in the non-retarded regime, the skin
depth becomes $\delta \sim 1/k_x$ so that $l_m$ is comparable to the wavelength of the plasmon [11]. This leads to a very strong localisation of the field at the interface which is one of the most important characteristics of surface plasmon resonances in terms of possible applications.

In the case of the TE polarisation, also called the s-polarisation case, the solution of Maxwell’s equations are similar to Eqs. (2.30) and (2.31), the non-zero components of the electromagnetic field being given by the following expressions:

\[
E_d^y(z) = A_d e^{ik_x x - k_z^d z} \tag{2.42a}
\]
\[
H_x^d(z) = i \frac{A_d}{\omega \mu_0} k_z^d e^{ik_x x - k_z^d z} \tag{2.42b}
\]
\[
H_z^d(z) = -\frac{A_d k_x}{\omega \mu_0} e^{ik_x x - k_z^d z}, \tag{2.42c}
\]
for $z > 0$, respectively:

\[
E_m^y(z) = A_m e^{ik_x x - k_z^m z} \tag{2.43a}
\]
\[
H_x^m(z) = -i \frac{A_m}{\omega \mu_0} k_z^m e^{ik_x x - k_z^m z} \tag{2.43b}
\]
\[
H_z^m(z) = -\frac{A_m k_x}{\omega \mu_0} e^{ik_x x - k_z^m z}, \tag{2.43c}
\]
for $z < 0$. The continuity conditions for the TM case are:

\[
E_d^z(z) = E_m^y(z) \tag{2.44a}
\]
\[
H_z^d(z) = H_z^m(z). \tag{2.44b}
\]
which as before imply that $A_d = A_m$ and:

\[
A_d(k_z^d + k_z^m) = 0. \tag{2.45}
\]

Because for waves bound to the metal-dielectric surface $Re(k_z^d) > 0$ and $Re(k_z^m) > 0$, Eq. (2.45) can only be satisfied when $A_d = A_m = 0$. Consequently, for this type of geometry, surface plasmon polaritons cannot exist for the TE polarisation.

Finally, a third type of surface plasmon excitations can exist in several other geometries, such as metallic particles. These excitations do not propagate but are bound to the surface of the particle; they are called \textit{localised surface plasmons} (LSPs) [12]. Localised surface plasmons, like SPPs, can only occur at frequencies smaller than a certain threshold frequency $\omega_{\text{LSP}}$ which can be determined in the electrostatic regime by solving the Laplace equation with appropriate boundary conditions. For example, in the case of a metallic sphere embedded in air and described by a Drude model, the LSP
frequencies can be written [10]:

\[ \omega_{lsp}^m = \omega_p \sqrt{\frac{m}{2m+1}}, \quad (2.46) \]

where \( m \) is the order of the plasmon mode. For small spheres, the only important contribution is that of the dipole mode given by \( m = 1 \), in which case the LSP frequency approaches the well known value \( \omega_{lsp} = \omega_p / \sqrt{3} \). For larger spheres, higher order multipole modes become significant and in the limit \( m \to \infty \), relation (2.46) approaches the frequency of surface plasmons at a planar interface, \( \omega_{lsp}^\infty = \omega_p / \sqrt{2} \).

In the case of a cylindrical geometry, due to the symmetries of the structure, the LSP frequency depends on the polarisation of the electric field [13]. In the high frequency regime, for an electric field normal onto the interface, \( \omega_{lsp} \) approaches the frequency of surface plasmons at a planar interface, \( \omega_{lsp} = \omega_p / \sqrt{2} \). When the system consists of several cylinders with a filling fraction \( f \) defined as the ratio between the volume occupied by the metal and the total volume, the LSP frequency becomes the reduced plasmon frequency \( \omega = \sqrt{f} \omega_p \) [11]. If the electric field is parallel to the axis of the cylinder, it does not induce surface charges at the interface and the only possible plasmon modes are volume plasmons.

Localised surface plasmons differ from surface plasmon polaritons by being restricted to small objects and having a discrete set of frequencies, which depend on the shape and size of the confining geometry. Unlike propagating SPPs, localised plasmons can be excited by light of appropriate frequency and polarisation. For LSPs with frequencies close to that of an SPP it is also possible for a LSP to decay into, or be excited by, a surface plasmon polariton.

### 2.2.4 Excitation of Surface Plasmon Polaritons at Metallic Surfaces

The wave vector of a surface plasmon polariton at a flat metal-dielectric interface is larger than that of a photon with the same frequency, which prevents direct coupling between incoming photons and SPPs. Therefore, special techniques are required in order to match the wave vector of the incoming radiation and that of the surface plasmon. These techniques involve coupling through prisms, coupling via surface features, as well as coupling using optical near-field effects.

Prism based coupling of light to surface plasmon polariton modes is based on the fact that the wave vector of a beam of light passing through a prism is modified as follows:

\[ k_{\text{prism}} = \frac{\omega}{c} \sqrt{\frac{\varepsilon_{\text{prism}}}{\varepsilon_0}} \sin \theta, \quad (2.47) \]
where $\epsilon_{\text{prism}}$ is the permittivity of the material of the prism and $\theta$ is the angle of incidence of light. By carefully adjusting the angle of incidence, it is possible to fulfil the condition for SPP-photon coupling, $k_{\text{prism}} = k_{\text{spp}}(\omega)$, at a particular frequency $\omega$. The three main configuration for this technique are shown in Fig. 2.7. In the Kretschmann configuration, a dielectric prism is placed on top of a metallic film and illuminated at an angle greater than the angle of internal reflection [14]. If the incidence angle leads to a $k_{\text{prism}}$ that obeys the SPP coupling condition, resonant light tunneling in the metal film occurs and a surface plasmon is excited on the opposite side of the film. A dielectric layer of refractive index $n_d > n_{\text{prism}}$ placed between the prism and the metal film can lead to the formation of a SPP on the metallic side closer to the prism. In such cases two SPP modes can be achieved, on either side of the metallic strip, by varying the angle of incidence. In the third configuration, known as the Otto configuration [15], the prism is placed at a specific distance above the metal layer. In this case, tunneling occurs through the medium between the prism and the conductor, leading to the excitation of surface modes on the latter.

Diffraction and scattering based coupling mechanisms rely on the fact that light impinging onto a surface can be decomposed into components with varying wave vectors. Some of these components can satisfy the SPP coupling condition and give rise to a surface resonance. Figure 2.8 illustrates the two main techniques used to excite SPPs. In coupling via diffraction gratings, a diffraction pattern etched into the surface of the metal can lead to diffracted wave components which can generate a SPP mode on the smooth region of the metal [8]. By tailoring the size and pattern of the diffraction grating, it is possible to achieve SPP coupling at different frequencies. Alternatively, it is well known that in the near-field domain, light scattered from a surface defect contains field components with a broad spectrum of wave vectors [8, 16]. In this case, the components with wave vectors $k_{sp}$ will excite SPP modes at the metal interface. This process, however, cannot be easily controlled and, as expected, has a low conversion efficiency.

Surface plasmon polariton coupling on planar metal interfaces can also be
achieved in the near-field domain by optical focusing of the incoming radiation on the metal surface [17] and by using surface near-field optical microscopy (SNOM) [18]. The latter approach is of particular interest as it also allows the probing of the near-field and direct observation of surface plasmon modes.

2.2.5 Applications of Surface Plasmons

Due to their ability to concentrate light on a very small scale and high degree of tunability, structures employing surface plasmon resonances can be used for crucial applications in the fields of optics, telecommunications, electronics, medicine and many others. For example, it is well known that photonic components are superior to electronic ones in terms of usable bandwidth. Optical device design, however, is constrained by the diffraction of light. Through the use of plasmon based devices, this limit has been shown to be surpassable [19]. As a result, several basic devices have been designed and demonstrated, devices which can be employed in on-chip photonic systems. These include sub-wavelength plasmonic waveguides, bent waveguides, splitters and on-chip resonators [20, 21]. The ability to increase the propagation length of SPPs in plasmonic devices, allowing for more efficient on-chip device coupling, has also been investigated [22].

The strong field enhancement associated with plasmon resonances can be used to increase the optical absorption in nano-patterned metallic layers. As a result, plasmons have been shown to have great potential in designing new and more efficient photovoltaic devices [23]. In parallel to this, strong field enhancement can lead to resonant structures with high quality factors, which is the fundamental feature required in order to build sub-wavelength surface plasmon lasers [24–26]. Designs for plasmon structures which act as light-driven motors [27] have also been proposed.

The unique characteristics of resonant excitation associated with the formation of LSPs have also led to many exciting applications. As plasmons are highly sensitive to the medium in which they are excited, several chemical and biomedical sensors based
Fig. 2.9: Applications of surface plasmons: a) SPP design for field focusing [19]; b) waveguide plasmonic ring resonator [19]; c) novel SPP design for photovoltaic cells [23]; d) nano-pillar plasmonic laser [26].

on surface plasmon resonances have been reported [28–30]. In relation to this, it has been shown that surface plasmons can be used in surface-enhanced Raman excitation spectroscopy [31–33], leading to very high detection limits including the possibility to detect single molecules. At the same time, LSPs can be employed to concentrate light around nano-scale structures, with many exciting applications such as metallic nano-tips for near-field optical microscopy [34–36] or optical nano-antennae [37–39].

Moreover, electromagnetic coupling [40–43] induces the hybridisation of LSP resonances of closely-spaced interacting nano-particles [44,45], leading to complex plasmonic resonance spectra [46–48]. This strong interaction at the nano-scale can have major implications in designing materials with new optical properties. Some of these application are illustrated in Fig. 2.9.

2.3 Non-Linear Optical Effects in Plasmonic Structures

So far, we have considered only electromagnetic phenomena in linear materials, that is to say, materials which have a linear response to the electromagnetic field. The use of such materials that support surface plasmon resonances has been shown to produce enhanced electromagnetic effects with far ranging applications. These phenomena can be further enhanced, and new ones made possible, by employing media with a non-linear optical response to light. These non-linear optical effects, specifically second
harmonic generation in metallic structures, are the main topic of this section.

2.3.1 Non-Linear Optical Effects

The electromagnetic phenomena covered in the previous section assumed that light interacted with a linear medium. That is to say, the polarisation \( P \) is of the form:

\[
P(\omega) = \varepsilon_0 \chi^{(1)} \mathbf{E}(\omega),
\]

(2.48)

where \( \chi^{(1)} \) is the first-order electric susceptibility. Equation (2.48) describes the polarisation induced in a medium where the displacement of electrons is assumed to be small [49]. This model can be extended by considering that the restoring force also has a non-linear component, that is, it depends on the electric field \( \mathbf{E} \) in a non-linear fashion. In this model, also known as the an-harmonic classical oscillator model, the polarisation can be expanded in a Taylor series in the electric field:

\[
P(r) = \varepsilon_0 \chi^{(1)} \mathbf{E}(r) + \varepsilon_0 \chi^{(2)} : \mathbf{E}(r) \mathbf{E}(r) + \varepsilon_0 \chi^{(3)} : \mathbf{E}(r) \mathbf{E}(r) \mathbf{E}(r) + \ldots
\]

(2.49)

Here \( \chi^{(2)} \) and \( \chi^{(3)} \) are the second- and third-order non-linear susceptibilities, respectively. The non-linear susceptibilities define the corresponding non-linear polarisation components \( P^{(2)} = \chi^{(2)} : \mathbf{E} \mathbf{E} \) and \( P^{(3)} = \chi^{(3)} : \mathbf{E} \mathbf{E} \mathbf{E} \). The polarisations \( P^{(2)}(r) \) and \( P^{(3)}(r) \) are known as the second-order and third-order non-linear polarisations, respectively. The higher-order non-linear polarisations are several orders of magnitude smaller than the linear one, which implies that non-linear optical effects are much weaker than the linear ones. In fact, only with the invention of the laser in the 1960s the observation of non-linear optical effects has become possible. Second harmonic generation was experimentally demonstrated by using a ruby laser beam at 694.3nm, which induced the generation of the second harmonic at 347.2nm in a quartz crystal [50]. The laser was required in order to generate a very strong electric field in the crystal of a magnitude which had not been possible before.

Based on the definition of the second-order non-linear polarisation, it is possible to investigate the various non-linear effects that can occur when one or more beams of light interact with a quadratically non-linear medium. Figure 2.10 illustrates some of these phenomena. Thus, assuming a beam of light with harmonic time dependence of the electric field:

\[
\mathbf{E}(t) = \mathbf{E}_0 e^{i\omega t} + c.c.,
\]

(2.50)

the second-order polarisation becomes:

\[
P^{(2)}(t) = \varepsilon_0 \chi^{(2)} \mathbf{E}_0^2 e^{2i\omega t} + \chi^{(2)} \mathbf{E}_0^2 e^{-2i\omega t} + 2\varepsilon_0 \chi^{(2)} \mathbf{E}_0 \mathbf{E}_0^\ast.
\]

(2.51)
The first two terms in Eq. (2.51) correspond to a radiated wave at the second-harmonic frequency $2\omega$ and is the source of second harmonic generation (SHG) in non-linear media. The third term has no time dependence and thus does not correspond to a wave-like solution. This term is the source of a static electric field generated within the non-linear medium, a process known as optical rectification \cite{51}.

A more complex case arises when the optical beam interacting with the non-linear medium has two distinct frequency components, $\omega_1$ and $\omega_2$. The electric field in this case can be written as:

$$E = E_1 e^{i\omega_1 t} + E_2 e^{i\omega_2 t} + c.c.,$$

which leads to a second-order polarisation of the form:

$$P^{(2)}(t) = \epsilon_0 \chi^{(2)}(E_1^2 e^{2i\omega_1 t} + E_2^2 e^{2i\omega_2 t} + E_1^* E_2^* e^{-2i\omega_1 t} + E_2^2 e^{-2i\omega_2 t}) + 2\epsilon_0 \chi^{(2)}[E_1 E_2 e^{i(\omega_1 + \omega_2) t} + E_1^* E_2 e^{-i(\omega_1 - \omega_2) t} + E_1^* E_2^* e^{-i(\omega_1 + \omega_2) t} + E_1 E_2 e^{-i(\omega_1 - \omega_2) t}] + 2\epsilon_0 \chi^{(2)}(E_1 E_1^* + E_2 E_2^*).$$

The first term in the r.h.s of Eq. (2.53) corresponds to the SHG at the two second harmonic frequencies, $2\omega_1$ and $2\omega_2$. The second term corresponds to non-linear processes processes known as sum frequency generation (SFG) and difference frequency generation (DFG). The final term is the optical rectification in the non-linear medium.

Sum frequency generation occurs at $\omega_1 + \omega_2$ and can be viewed as a more general version of the SHG process with $\omega_1 \neq \omega_2$. It can be used to obtain optical signals with finely tuneable frequency, by simply fixing one of the two frequency components and tuning the other one. Moreover, difference frequency generation occurs at the frequency
equal to $\omega_1 - \omega_2$. Assuming $\omega_1 > \omega_2$, in this process, the medium absorbs a photon of frequency $\omega_1$ which emits two photons with frequencies $\omega_2$ and $\omega_1 - \omega_2$.

When the third-order optical non-linearity is considered, several other effects are possible. Among these are phenomena such as third-harmonic generation or intensity dependent refractive index. Several other complex non-linear effects such as two-photon absorption and four-wave mixing are also possible [52]. These effects are beyond the scope of this work and will not be discussed further.

### 2.3.2 Physical Properties of the Non-linear Susceptibility

Optical non-linear effects can be described mathematically by treating the electrons in a medium as an-harmonic oscillators. As such, the strongest non-linear effects should occur in media in which the electrons are tightly bound to the ionic lattice. The most common class of such materials are crystals. The optical properties of crystals are a direct result of their intricate ionic structure. It is then useful to investigate how such a structure can affect the non-linear polarisation and non-linear susceptibility. Specifically, because the second order non-linear susceptibility is a tensor, it becomes necessary to examine its components.

If the total field incident on a non-linear crystal consists of several frequency components, it can be expressed as:

$$E(r,t) = \sum_n E(\omega_n) e^{i\omega_n t}, \quad (2.54)$$

where the spatial dependence of the amplitudes $E(\omega_n)$ has been dropped. The total second-order non-linear polarisation arising from this field can be written:

$$P(r,t) = \sum_n P(\omega_n) e^{i\omega_n t}. \quad (2.55)$$

Because of the vector nature of this polarisation, the second-order susceptibility is expressed as a tensor $\chi^{(2)}_{ijk}$ where $i, j, k$ represent the cartesian components. With this notation, the second-order polarisation becomes:

$$P_i(\omega_n + \omega_m = \omega) = \sum_{j, k} \sum_{n, m} \epsilon_0 \chi^{(2)}_{ijk} E_j(\omega_n) E_k(\omega_m), \quad (2.56)$$

where the summation over $n$ and $m$ is performed while keeping $\omega_n + \omega_m$ fixed. Equation (2.56) can be viewed as the general form of the second-order non-linear polarisation. With this definition, for lossy materials, $\chi^{(2)}_{ijk}$ becomes complex, while for dispersive media, $\chi^{(2)}_{ijk}$ is frequency dependent. Because in the general case different components of the electric field have different contributions to the total polarisation, $\chi^{(2)}_{ijk}$ will be a tensor that depends on the symmetry of the crystal lattice.
Another important property of the second-order non-linear polarisation we mention here is its behaviour in centrosymmetric media, that is, media which are invariant to the inversion symmetry transformation, \( r \rightarrow -r \). One example of materials with inversion symmetry is that of noble metals. In a centrosymmetric medium, one has:

\[
\mathbf{P}(2\omega) \rightarrow -\mathbf{P}(2\omega) \implies \chi^{(2)}: \mathbf{E}(\omega)\mathbf{E}(\omega) \rightarrow \chi^{(2)}: (-\mathbf{E}(\omega))(-\mathbf{E}(\omega)).
\]  

(2.57)

This implies that:

\[
-\mathbf{P}(2\omega) = \mathbf{P}(2\omega),
\]

(2.58)

which can only hold if \( \mathbf{P}(2\omega) = 0 \) and, implicitly \( \chi^{(2)} = 0 \). It thus becomes apparent that for media with inversion symmetry, no second-order non-linear effects can occur in the bulk of the material. From a physical point of view this can be understood by the fact that in a centrosymmetric medium a second-harmonic wave generated at \( r \) will always be accompanied by a wave generated at \(-r\), leading to an overall cancellation of the non-linear field.

### 2.3.3 Phase Matching in Optical Non-linear Effects

One important factor to consider when working with optical non-linear effects in bulk non-linear crystals is that of phase matching. In the case of SFG, when \( \omega_3 = \omega_1 + \omega_2 \), the intensity, \( I \), of the non-linear output beam can be expressed as [52]:

\[
I = I_{\text{max}} \frac{\sin^2(\Delta kL/2)}{(\Delta kL/2)^2},
\]

(2.59)

where \( L \) is the effective optical path length through the crystal and \( \Delta k = k_1 + k_2 - k_3 \).

It is easy to see from Eq. (2.59) that maximum intensity occurs only in the case for which \( \Delta k = 0 \), also known as the phase matching condition.

Achieving phase matching in bulk non-linear systems is thus an important step in enhancing non-linear effects. However, it is very difficult to find cases in which \( \Delta k = 0 \).

For example, for isotropic bulk crystals in the normal dispersion regime (i.e. the refractive index increases as a function of the frequency), phase matching is impossible. Considering that \( \omega_1 \leq \omega_2 \leq \omega_3 \), the condition for perfect phase matching can be written:

\[
n_1\omega_1 + n_2\omega_2 = n_3\omega_3.
\]

(2.60)

In the case of SHG, where \( \omega_1 = \omega_2 \) and \( \omega_3 = 2\omega_1 \), Eq. (2.60) can be rewritten as:

\[
n(\omega_1) = n(2\omega_1).
\]

(2.61)

It thus becomes clear that under normal dispersion conditions, phase matching cannot occur for second harmonic generation. Similarly, when considering sum frequency
generation, the phase matching condition becomes:

\[ n_3 - n_2 = (n_1 - n_2) \frac{\omega_1}{\omega_3}. \] (2.62)

Here, \( n_3 > n_2 \), but at the same time, \( n_2 > n_1 \). As a result, no solution can be found for Eq. (2.62) under normal dispersion conditions.

One method of achieving phase matching is to employ the properties of anomalous dispersion (i.e. the decrease in refractive index with increasing frequency), which occurs in the spectral regions near strong absorption. However, the most common method for phase matching is the use of crystals which exhibit polarisation dependent refractive indices, also known as birefringence. In uniaxial birefringent materials, the refractive index has two possible values, the ordinary refractive index \( n_o \) and the extraordinary refractive index \( n_e \). The actual value of the refractive index depends on whether the polarisation is perpendicular to the plane formed by \( k \) and the crystal’s optic axis (ordinary polarisation), or parallel to this plane (extraordinary polarisation). Several types of phase matching can be achieved depending on how the polarisations of the incident beams, \( \omega_1 \) and \( \omega_2 \), are taken relative to each other and the nature of the birefringence the crystal exhibits. A detailed discussion of these types is outside the scope of this work and will not be elaborated upon further [see Ref. [52] and the references within for a detailed explanation of the phenomena].

We do mention here two methods of achieving phase matching in birefringent crystals. The first makes use of the fact that the refractive index of a birefringent crystal depends on the angle \( \theta \) between \( k \) and the optic axis. This relation can be expressed mathematically as:

\[
\frac{1}{n_e(\theta)^2} = \frac{\sin^2 \theta}{n_e^2} + \frac{\cos^2 \theta}{n_o^2},
\] (2.63)

where \( \bar{n}_e \) is the principal value of the refractive index. The value of \( n_e(\theta) \) becomes \( \bar{n}_e \) for \( \theta = 90^\circ \) and \( n_o \) for \( \theta = 0 \). Consequently, by carefully adjusting the value of \( \theta \), one can find a situation in which the phase matching condition \( \Delta k = 0 \) is satisfied.

The second method of obtaining phase matching relies on the fact that certain crystals exhibit varying amounts of birefringence, depending on their temperature. Consequently, one can keep the angle \( \theta \) fixed at a specific value and vary the temperature of the crystals so as to satisfy \( \Delta k = 0 \).

### 2.3.4 Second Harmonic Generation at Metal-Dielectric Interfaces

As discussed in a previous section, second harmonic generation cannot occur inside centrosymmetric media, due to the symmetry properties of the material. This statement is only valid, however, for the case in which only the electric dipole contribution to the non-linear field is considered. Shortly after the experimental demonstration of SHG
in a non-linear crystal, it was shown that a centrosymmetric medium can support a non-vanishing, second-order non-linear polarisation, due to the electric quadrupoles and magnetic dipoles in the bulk of the material [53]. Further, at the interface between two media with inversion symmetry a surface second-order non-linear polarisation can arise owing to the breaking of the inversion symmetry at the boundary between the two materials [54]. These ideas can be expressed formally by writing the total second harmonic polarisation as [55]:

\[ P_{total}(2\omega) = \varepsilon_0 \chi^{(2)}_s : \mathbf{E}(\omega)\mathbf{E}(\omega) + \varepsilon_0 \chi^{(3)}_b : \mathbf{E}(\omega) \nabla \mathbf{E}. \]  

(2.64)

Here, \(\chi^{(2)}_s\) is the electric-dipole (surface) second-order susceptibility and \(\chi^{(2)}_b\) is the bulk susceptibility.

Let us assume now that a 2D metallic (centrosymmetric) region is surrounded by an infinite dielectric and consider that a monochromatic wave with frequency \(\omega\) impinges on the metal. Then, a second harmonic (SH) field at \(2\omega\) will be generated, the source of which being the second-order non-linear polarisation. According to the model that we just described, this non-linear polarisation can be separated in two distinct components. First, the (local) dipole-allowed surface non-linear polarisation, \(P_s(r; 2\omega)\), whose support is a surface layer several Ångströms thin [the first term in the r.h.s of Eq. (2.64)] and second, the (nonlocal) bulk nonlinear polarisation, \(P_b(r; 2\omega)\), which is generated inside the nonlinear medium by electric quadrupoles and magnetic dipoles [the second term in the r.h.s of Eq. (2.64)].

The surface polarisation vector is defined as:

\[ P_s(r; 2\omega) = \varepsilon_0 \chi^{(2)}_s : \mathbf{E}(r; \omega)\mathbf{E}(r; \omega)\delta(r - r_s), \]  

(2.65)
where \( r_s \) defines the surface, \( \chi_s^{(2)} \) is the surface second-order susceptibility tensor, and the Dirac function shows the surface characteristic of this source non-linear polarization. Unless the surface contains structural features with intrinsic chirality, the metal/background interfaces possess an isotropic mirror-symmetry plane perpendicular to the interface. Under these circumstances, the surface non-linear susceptibility \( \chi_s^{(2)} \) has only three independent components, namely, \( \chi_{s,\perp\perp\perp}^{(2)} \), \( \chi_{s,\perp\parallel\parallel}^{(2)} \), and \( \chi_{s,\parallel\perp\perp}^{(2)} = \chi_{s,\parallel\parallel\perp}^{(2)} \), where the symbols \( \perp \) and \( \parallel \) refer to the directions normal and tangent to the surface, respectively. The individual components of the non-linear surface susceptibility have been experimentally measured for several metals. As an example, the independent components of \( \chi_s^{(2)} \) for Ag are:

\[
\chi_{s,\perp\perp\perp}^{(2)} = 2.79 \times 10^{-18} \text{ m}^2/\text{V}, \quad \chi_{s,\perp\parallel\parallel}^{(2)} = 3.98 \times 10^{-20} \text{ m}^2/\text{V}, \quad \chi_{s,\parallel\perp\perp}^{(2)} = 0 \quad [56].
\]

From the symmetry properties of the surface susceptibility tensor \( \chi_s^{(2)} \) one can derive the polarisation characteristics of the field at the SH, which is generated by the surface nonlinear polarisation. There are two polarisation cases which need to be considered. In the first, the electric field has no component normal to a plane tangent to the interface. In this case, no surface second harmonic generation can occur for materials with \( \chi_{s,\perp\parallel\parallel}^{(2)} = 0 \). In the second polarisation case, the electric field at the interface between the metal and the background contains both a normal and a tangent component [see Fig. 2.11]. In this case, the nonlinear surface polarisation has the following components:

\[
P_{s,\perp} = \epsilon_0 \chi_{s,\perp\perp\perp}^{(2)} E_{\perp}^2, \quad (2.66a)
\]

\[
P_{s,\parallel} = 2 \epsilon_0 \chi_{s,\perp\parallel\parallel}^{(2)} E_{\perp} E_{\parallel}. \quad (2.66b)
\]

The nonlinear bulk polarisation in an isotropic centrosymmetric medium has the following general expression [57]:

\[
P_b(2\omega) = \alpha [\mathbf{E}(\omega) \cdot \nabla] \mathbf{E}(\omega) + \beta \mathbf{E}(\omega) [\nabla \cdot \mathbf{E}(\omega)] + \gamma \nabla [\mathbf{E}(\omega) \cdot \mathbf{E}(\omega)], \quad (2.67)
\]

where \( \alpha, \beta, \) and \( \gamma \) are the bulk nonlinear coefficients of the material. For example, if we assume that the electrons in the metal are described by the free-electron model, these parameters are:

\[
\alpha = 0, \quad (2.68a)
\]

\[
\beta = \frac{\epsilon_0 \epsilon}{2m_0 \omega^2}, \quad (2.68b)
\]

\[
\gamma = \frac{\beta}{\epsilon} [1 - \epsilon_r(\omega)], \quad (2.68c)
\]

with \( \epsilon \) and \( m_0 \) being the electron charge and mass, respectively, and \( \epsilon_r(\omega) = \epsilon(\omega)/\epsilon_0 \).
the relative permittivity of the metal. As it will be shown in subsequent chapters, the SHG is dominated by the surface component. Furthermore, it should be noted that the free electrons in the metal also contribute to the nonlinear surface susceptibility (primarily to the component $\chi^{(2)}_{s,1\perp\perp}$), but this contribution is accounted for by using the experimentally determined values of the components of the nonlinear surface susceptibility [56].

The nonlinear boundary conditions obeyed by the electromagnetic fields at the SH, are given by [55]:

$$\Delta B_\perp = 0$$

$$\Delta H_\parallel = \frac{\partial P_s}{\partial t} \times \hat{r}_\parallel$$

$$\Delta D_\perp = -\nabla_r \cdot P_s(r_\parallel)$$

$$\Delta E_\parallel = -\frac{1}{\epsilon'}(\nabla_\parallel P_s' - P^b_\parallel).$$

where $\epsilon'$ is the permittivity of the thin layer supporting SHG, $t$ is time, $\nabla_r = (\nabla_\parallel, \partial_\perp)$ [see Fig. 2.11], $\Delta B_\perp = B_{1\perp} - B_{2\perp}$ and the permittivities are evaluated at the SH frequency, $\Omega = 2\omega$. The approach by which Eq. (2.69) can be obtained is given in Appendix A.

It may at first seem counter-intuitive to use metallic surfaces to design and build optical non-linear structures, as in this case only surface effects contribute to the non-linear optical response of the system. However, when considering that metal-dielectric interfaces can support SPPs and LSP modes, the advantages of this design choice become clear. Plasmons have the ability to concentrate the electromagnetic field in a very small region leading to strong local field enhancement. This in turn leads to strong SHG due to the surface component of the non-linear polarisation. At the same time, unlike bulk crystals where the SHG is mostly determined by the properties of the crystal, nonlinear plasmonic devices are highly susceptible to both their shape and the surrounding environment. Several important practical applications based on the combination of the two phenomena have been reported including, surface-enhanced Raman scattering [32], enhanced non-linear plasmonic effects at metal-dielectric interfaces [58,59] and in gain media [60], sub-wavelength, optically active, guiding nanostructures [61, 62], high-Q factor optical cavities [63, 64] and sub-wavelength sensors [65].

### 2.3.5 Second Harmonic Generation in Chiral Materials

Second harmonic generation upon interaction with metallic structures is particularly of interest because of its sensitivity to changes of the surface/interface properties down to the atomic level [66]. More generally speaking, this sensitivity is also present in the case of higher-order harmonics, as long as their order is even and the medium
Second harmonic generation methods for studying chirality were developed in organic molecules before being applied to metamaterials. In (a), illustration of SHG from supramolecularly ordered chiral helicenes molecules. In (b), illustration of SHG from G-shaped nanostructures, arranged in a chiral unit cell [74].

is centrosymmetric; this latter condition is satisfied by most metals used in practical applications. Besides its surface/interface sensitivity, SHG is also dependent on the symmetry properties of the crystalline lattice [67], geometric features [68], as well as the presence of externally applied electric [69] and magnetic [70, 71] static fields. More specifically, local or externally applied static electric and magnetic fields can break the symmetry of the material at the interface; consequently, SHG can be used effectively for imaging ferroelectric [72] and ferromagnetic [73] domains. In addition to rotation and time reversal symmetry transformations, surface SHG is also sensitive to mirror symmetry transformations. This effect occurs in a material which lacks an internal plane of symmetry and so it cannot be superimposed on its mirror image. Such materials are known as chiral materials and the phenomena associated with them are known as chiral effects.

From a historical perspective, SHG studies of chiral symmetry breaking have been chiefly associated with chemistry and biology. Specifically, many organic molecules are chiral and thus their handedness plays an important role in chemical reactions. It has been demonstrated that the SHG equivalent of optical rotatory dispersion (ORD) and circular dichroism (CD), designated as SHG-ORD [75] and SHG-CD [76], respectively, is typically several orders of magnitude more sensitive than their linear counterpart. Consequently, SHG techniques constitute particularly valuable spectroscopic tools for investigating the physical properties of thin layers, including molecular monolayers, fibres, surfaces, and membranes [77]. In such structures, supramolecular ordering can further increase the SHG signal; Fig. 2.12a illustrates this concept. The role of supramolecular ordering has been demonstrated in chiral helicene molecules [78], where the SHG-ORD and SHG-CD spectra yield very large signals [79]. Viewing chiral plasmonic resonators (meta-molecules) as the macroscopic counterpart of chiral
molecules (see Fig. 2.12b) [80], it is expected that the SHG would be significantly enhanced upon distributing chiral plasmonic structures so as to form a supramolecular chiral patterned surface, which are also called chiral metasurfaces.

2.3.6 Non-linear Magneto-optic Effects

In the preceding section we have assumed that the material in which the second harmonic is generated is a non-magnetic medium ($\mu = \mu_0$). However, a series of new phenomena occur when non-linear optical effects are considered in a material with non-zero magnetisation $M$. These effects are further enhanced when coupled with the excitation of propagating or localised surface plasmons. The influence of magnetic fields on surface plasmons combines aspects of photonics and electromagnetism at the nanoscale [81]. Because surface plasmons are collective excitations of electrons under the influence of an external electromagnetic field, in magnetic materials these electrons can experience the effects induced by externally applied magnetic fields. Recently, this area of research has attracted intense interest as it was shown that plasmons can be controlled via externally applied magnetic fields [82]. In order to better understand the behavior of surface plasmons in magnetic media it is important to consider surface-specific non-linear magneto-optic phenomena known as magnetization-induced second harmonic generation (MSHG) [70, 83, 84].

As previously shown, in the dipole approximation, in centrosymmetric materials second harmonic can originate only from regions where the inversion symmetry is broken, for example, at surfaces and interfaces. Due to symmetry considerations, MSHG has the same requirements for structural symmetry breaking. Consequently, MSHG can be used to probe the magnetisation at surfaces and interfaces down to an atomic monolayer [66]. More specifically, a contrast in the MSHG intensity is recorded upon switching the sign of the magnetisation in the material. In this connection, it has also been demonstrated that this reversal can be achieved in the presence of surface plasmons [85, 86]. The latter could also cause a general enhancement of the MSHG signal. Additionally, such enhancements were reported in ferromagnetic gratings [87] and granular films [71, 88].

In the presence of the magnetisation, the second order non-linear polarisation $P(2\omega)$ includes an additional term [70, 83, 89], such that:

$$P(2\omega) = \varepsilon_0 \chi^{(2),e} : \mathbf{E}(\omega) \mathbf{E}(\omega) + \varepsilon_0 \chi^{(2),m} : \mathbf{E}(\omega) \mathbf{E}(\omega) M,$$  \hspace{1cm} (2.70)

where $\chi^{(2),m}$ is the third rank (polar) non-linear susceptibility of a non-magnetic medium, while $\chi^{(2),e}$ is a fourth rank axial tensor associated with the magnetisation of the medium. This additional term gives rise to magnetisation-induced SHG. Because the direction of $M$ can be fixed by an external magnetic field, Eq. (2.70) reduces to a
third rank polar tensor and $P(2\omega)$ can be written in the compact form:

$$P(2\omega) = \epsilon_0 \chi_{eff}^{(2)} : \mathbf{E}(\omega)\mathbf{E}(\omega),$$

(2.71)

where $\chi_{eff}^{(2)}$ is an effective non-linear susceptibility. Its components at an isotropic interface with incidence plane $xz$ are given by [70]:

$$\chi_{eff}^{(2)} = \chi_{ijk}^{(2)}(M_l) = \begin{pmatrix}
\chi_{xzx}^{(2),m}(M_y) & \chi_{zyy}^{(2),m}(M_x) & \chi_{xzy}^{(2),m}(M_z) & \chi_{zzx}^{(2),e} \\
\chi_{yxx}^{(2),e} & \chi_{yy}^{(2),m}(M_x) & \chi_{yzy}^{(2),m}(M_z) & \chi_{zyy}^{(2),e} \\
\chi_{zxx}^{(2),e} & \chi_{zx}^{(2),m}(M_x) & \chi_{zzz}^{(2),m}(M_y) & \chi_{zzy}^{(2),e} \\
\chi_{zxy}^{(2),m}(M_z) & \chi_{zxy}^{(2),e} & \chi_{zyx}^{(2),m}(M_y) & \chi_{zxy}^{(2),m}(M_z)
\end{pmatrix}.$$  

In the above it can be seen that the $\chi_{ijk}^{(2),e}$ components have an even contribution to the effective susceptibility with respect to the magnetisation, $M_l$. On the other hand, $\chi_{ijk}^{(2),m}(M_l)$ is odd with respect to the magnetisation. As a result, the generated second harmonic produced will depend on the magnetisation $M$ and can consequently be tuned using an external magnetic field.

For example, assuming that the magnetisation has been set so that only the $M_y$ component is non-zero and that the electric field is given by $|\mathbf{E}| = E_y$, the only non-zero contribution to the second harmonic field will be given by $\chi_{zyy}^{(2),e}$ and $\chi_{xzy}^{(2),m}(M_y)$. The intensity of the MHSG wave, or the period averaged energy flux, then becomes:

$$I_{2\omega}(\pm M) \approx E_y^4[\chi_{zyy}^{(2),e} \pm \chi_{xzy}^{(2),m}(M_y)]^2,$$

(2.72)

leading to a change in the MHSG intensity due to the change in direction of $M$. Alternatively, when the magnetisation is such that $M_x$ is the only non-zero component, the odd component $\chi_{yxy}^{(2),m}(M_x)$ will produce a $y$-polarised output wave, which combined with the even contribution $\chi_{zyy}^{(2),e}$ will lead to an overall non-linear polarisation that again depends on the direction of $M$.

It is worth noting that the direction of the magnetisation is not the only externally controllable parameter which can influence MHSG. As mentioned earlier, the presence of surface plasmons, which can also be controlled by external magnetic fields, can have a strong effect on the generation of surface second harmonic in metals. Moreover, when normal incidence is no longer assumed, the angle of incidence upon the surface of a magnetic material will have a direct influence on the MSHG at that surface [85, 86]. Equally important, extending the MSHG model to include the bulk non-linear contributions of the metal can also lead to additional complex non-linear phenomena [70].
2.4 Introduction to Metamaterials and Metasurfaces

Electromagnetic phenomena in readily available natural materials lead to a large number of optical effects with several interesting applications, as it was illustrated in the previous sections. Nevertheless, there are certain limits which, natural media impose on photonic devices. With the recent tremendous advances in nano-fabrication, it has now become possible to overcome these limitations. In this chapter, it will be shown how artificially engineered materials can be used to alter the electromagnetic properties of matter and design effective parameters which go beyond what the natural world offers. At the same time the applications of such artificial media will be discussed.

2.4.1 Effective Properties of Electromagnetic Media

Maxwell’s equations (2.1), coupled with the constitutive relations (2.5) fully describe the interaction of electromagnetic waves and matter. It is interesting to note that these equations do not impose any restrictions on the electromagnetic properties of the medium characterised by the parameters, \( \varepsilon \) and \( \mu \), and the higher-order susceptibilities. There is, for example, no physical reason why a material with both negative \( \varepsilon \) and \( \mu \) would not exist. In such a material, the refractive index \( n = \pm \sqrt{(\varepsilon \mu)/(\varepsilon_0 \mu_0)} \) would become negative [90]. A negative index material (NIM) was first theoretically studied in the late 1960s by Veselago [91]. Maxwell’s equations in a medium with negative index of refraction lead to some intriguing phenomena, including negative refraction, inverse Doppler-shift and perfect lensing. Nevertheless, these effects were not validated experimentally for a long time, primarily due to the lack of natural materials with both negative \( \varepsilon \) and \( \mu \).

In recent years, however, major advances in micro- and nano-scale fabrication technologies have brought about the possibility of artificially engineering materials with optical properties not readily available in nature. The principle behind this concept is the fact that the material optical constants are of a macroscopic nature. For example, in naturally occurring materials, as well as some artificially engineered ones, the index of refraction is given by the distribution of the atoms at the microscopic level, molecules and the way they interact with electromagnetic waves. In other words, the refractive index characterises the overall (effective) response of the medium. Because, in most applications at optical frequencies the wavelength of light is much larger than the characteristic inter-atomic distances, the light samples locally a homogeneous medium whose response is characterised by a permittivity and a permeability. Extending this reasoning to artificially engineered materials whose building blocks are much smaller than the operating wavelength, one can introduce the concept of metamaterials. These are materials whose primary, predesigned, constituents are much smaller than the wavelength, their electromagnetic properties being described by effective parameters determined by field averaging over the basic unit cell of the metamaterial and not at microscopic level.
as is the case with regular materials. The first experimental demonstration of such a
metamaterial employed interspersed split-ring resonator and metallic wires, to obtain
an effective medium with negative index of refraction [92].

This new class of materials is known in the literature as metamaterials [93], mainly
because they are seen as materials with properties “beyond” those available in nature.
Metamaterials can be viewed as structures with internal components much smaller than
the operating wavelength. This concept was illustrated in Fig. 2.1.

Another type of classification which can be applied to optical media is based on
their electromagnetic properties, specifically, the sign of $\mu$ and $\varepsilon$. This classification is
illustrated in Fig. 2.13. Quadrants I and III consist of materials that allow propagating
waves (i.e. have a real index of refraction) either in the “normal” right-handed configu-
ration, where the Poynting vector $S$ and the wave-vector $k$ are in the same direction, or
the left-handed region in which the two vectors are opposite, corresponding to a neg-
ative refractive index medium. The remaining quadrants correspond to media where
no propagating waves can exist, the index of refraction being purely imaginary. Met-
als are the best known example of materials with $\varepsilon < 0$ and $\mu > 0$, while examples
of matter with negative $\mu$ have only been found in some ferromagnetic substances at
resonance [94].

### 2.4.2 Applications of Electromagnetic Metamaterials

Because of their properties not readily achievable in nature, metamaterials have been
proposed and successfully demonstrated for a broad array of applications. For exam-
ple, by a proper design of the primary unit cell of metamaterials it has been pos-
Fig. 2.14: Metamaterial designs: a) NIM metamaterial based on split-ring resonators [92], b) frequency-agile terahertz metamaterial [120], c) 3D metamaterial [101], d) polarisation tunable metasurface [121]

Possible to demonstrate, theoretically and experimentally, metamaterials that are magnetically active at terahertz and optical frequencies [95–97], 3D [98–101] and 2D [102, 103] materials with negative index of refraction, frequency-selective surfaces [104], transformation-optics electromagnetic media [105–107], low-index of refraction materials [108–111], optical cloaks [112, 113] or super-lenses [114]. It has also been demonstrated that the “meta-toms”, which are the primary building blocks of metamaterials, can be designed so as not only to emulate linear physical properties of regular atoms, such as magnetic moment [115] or electric polarisability [116] but also to possess nonlinear optical properties, such as second-order [58, 59, 117] and third-order [118, 119] nonlinear optical response. Some of these applications are illustrated in Figure 2.14.

One important property of many metamaterial designs is that they employ only classical electromagnetic phenomena. The most important of these in terms of metamaterial applications are surface plasmon effects. For example, in recent years much attention has been focused on optical properties of nano-patterned metallic films. One particularly intriguing characteristic of these plasmonic nanostructures is their ability to resonantly trap and tightly confine light in spatial domains comparable or smaller than the optical wavelength, leading thus to the formation of localised surface plasmon resonances. Because the frequencies of LSPs are strongly dependent on the shape and size of the plasmonic nano-particles, as well as the properties of the dielectric environment, they can be tuned over the entire visible and infrared domains [12, 122]. Plasmonic nanoparticles can be assembled in one-dimensional (1D), 2D, or 3D periodic struc-
tures, the corresponding interacting LSPs leading to plasmonic chains, metasurfaces, or metamaterials with remarkable properties. For example, it has been demonstrated that chains of resonantly interacting LSPs can be used to control the flow of optical power at deep-subwavelength scale, [123] whereas, in the nonlinear regime, these same structures can be used for all-optical signal processing at the nano-scale [61]. Furthermore, by engineering the optical response of LSPs one can provide an efficient mechanism to enhance the optical transmission of metallic films [124], as well as achieve plasmonic metasurfaces with large surface chirality [125] and optical non-linearity which could have major applications in designing integrated optoelectronic devices for optical signal processing [117].

### 2.5 Photonic Crystals: Definition and Basic Properties

Another class of artificial material which has attracted significant interest in recent years are photonic crystals (PhCs). Photonic crystals are periodically structured media, wherein the characteristic spatial period is comparable to the operating wavelength [126] [also see Fig. 2.1]. Owing to their periodical structure, photonic crystals can be used to manipulate the propagation of light and give rise to optical effects not possible in natural materials. In this section, an introduction to photonic crystals will be given and some of the optical phenomena associated with PhCs will be analysed.

#### 2.5.1 Wave Propagation in Periodically Structured Media

In many respects, photons propagating in photonic crystals have similar properties with those of electrons in crystalline materials. In particular, this similarity between PhCs and regular crystals extends to properties such as the existence of Bloch modes and energy (frequency) bands whose properties are determined by the group symmetries of the lattice [126].

Photic crystal designs vary greatly according to their intended applications. Possible structures can be periodic in either one, two or three dimensions. One-dimensional
(1D) PhCs have been known for a few decades and are employed in many optoelectronic devices such as optical filters or isolators [129]. Photonic crystals are relatively easy to fabricate in the microwave domain but this becomes much more difficult as the wavelength approaches the optical spectrum, primarily because of the small size of the required lattice constant. Although the majority of PhCs are based on dielectrics and semiconductors, there has also been extensive research into photonic crystals made of metallic structures [130], also called plasmonic crystals. Two examples of practical implementations of these designs are presented in Fig. 2.15.

One of the main reasons photonic crystals have garnered so much interest in recent years is the high degree to which the dispersion of waves propagating in a periodic structure can be engineered. Unlike the case of a bulk dielectric, PhCs exhibit an intricate photonic band-structure which can be tuned by simply changing the structure of the PhC. To better understand this phenomenon, consider for simplicity the 1D structure in Fig. 2.16a. Assuming a linear, non-magnetic, non-dispersive dielectric medium, the permittivity of the systems is \( \epsilon = \epsilon(x) \). According to the definition of a photonic crystal, the dielectric function is periodic with period \( d \), \( \epsilon(x) = \epsilon(x + d) \). The dielectric function can then be expanded in a Fourier series:

\[
\epsilon(x) = \sum_{m=-\infty}^{\infty} a_m e^{i \frac{2\pi m}{d} x},
\]  

(2.73)

where \( a_m \) are the Fourier coefficients of the series expansion. From this relation, one can infer that \( a_{-m} = a_m^* \) as \( \epsilon(x) \) is real for all values of \( x \). In a structure with a periodic dielectric function, a propagating electromagnetic wave can be considered to be a photonic eigenmode which experiences a periodic “potential”, due to the periodically modulated dielectric function. This implies that one can use Bloch’s theorem to describe the photonic eigenmodes [131]. The solution for the electromagnetic wave equation (2.9) in one dimension can then be written as a Bloch solution:

\[
E_k(x,t) = u_k e^{ikx+i\omega_k t},
\]  

(2.74)

where \( k \) is the Bloch wave vector of the eigenmode at the eigen-frequency \( \omega_k \) and \( u_k(x+d) = u_k(x) \) is a periodic function. Expanding in Fourier series the function \( u_k(x) \), Eq. (2.74) can be rewritten:

\[
E_k(x,t) = \sum_{m=-\infty}^{\infty} A_m e^{i(k+\frac{2\pi m}{d})x+i\omega_k t},
\]  

(2.75)

where \( A_m \) are Fourier coefficients. Combining Eqs. (2.73) and (2.75) and inserting them into the wave equation (2.9) leads to the dispersion relation for the 1D photonic
crystal structure in Fig. 2.16a. In the limit of small modulation of $\epsilon$, this dispersion relation can be written as:

$$\omega_\pm \approx \frac{\pi c}{d} \sqrt{a_0^2 \pm |a_1|} \pm \frac{d c}{\pi |a_1| a_0} \left( a_o^2 - \frac{|a_1|^2}{4} \right) h^2, \quad (2.76)$$

where $c$ is the speed of light in vacuum and $h = k - \pi/d$ [126]. This solution is valid for $|h| \ll \pi/d$ and if only the $m = 0, \pm 1$ contributions to (2.73) and (2.75) are considered.

Figure 2.16b plots the dispersion relation (2.76). The dispersion lines for the photonic crystals are folded into the first Brillouin zone $k \in [-\pi/d, \pi/d]$ as outside of this region, they differ only by a multiple of $2\pi/d$. For a weekly modulated crystal, in most regions, the mode dispersion approaches the dispersion of light in a material with uniform $\epsilon$. However, when two dispersion lines cross each other, a photonic band-gap opens up and light can no longer propagate through the photonic crystal (such as the Bragg gap in the 1D case).

### 2.5.2 Photonic Band Structure of 2D and 3D Photonic Crystals

The concept of calculating the band structures of a 1D photonic crystal introduced in the previous section can be expanded to two and three dimensional structures. In a periodic three dimensional, non-dispersive and isotropic system, the dielectric function depends on the position vector $r$ as $\epsilon(r) = \epsilon(r + d_i)$, where $\{d_i\}$, $(i = 1, 2, 3)$ are the elementary lattice vectors of the photonic crystal. By introducing the elementary
reciprocal lattice vectors \{\mathbf{e}_i\} and the reciprocal lattice vectors \{\mathbf{G}\}:

\[
\mathbf{d}_i \cdot \mathbf{e}_j = 2\pi \delta_{ij}, \tag{2.77a}
\]
\[
\mathbf{G} = l_1 \mathbf{e}_1 + l_2 \mathbf{e}_2 + l_3 \mathbf{e}_3, \tag{2.77b}
\]

where \(l_i\) are integers, the dielectric function can be expressed as a Fourier expansion [126]:

\[
\epsilon(r) = \sum_G a(G) e^{iG \cdot r}, \tag{2.78}
\]

where the Fourier coefficients have the property \(a(-\mathbf{G}) = a^\ast(\mathbf{G})\), due to \(\epsilon(r)\) being real. The expansion coefficients for a given geometry can be found by using the inverse Fourier transform of Eq. (2.78):

\[
a(G) = \epsilon_0 \frac{1}{V} \int_V d\mathbf{r} \epsilon(r) e^{-iG \cdot r}, \tag{2.79}
\]

where \(V\) is the volume of the unit cell. The integral (2.79) is usually evaluated numerically, although analytical solutions exist for simple geometries.

Using Maxwell’s equations (2.1) and the dielectric function in Eq. (2.78), we can write, as before, a double curl expression for the electric field, namely:

\[
\frac{1}{\epsilon(r)} \nabla \times [\nabla \times \mathbf{E}(r, t)] = -\frac{1}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{E}(r, t). \tag{2.80}
\]

The equation above can now be re-written as an eigenvalue equation [132]:

\[
\Theta_E \mathbf{E}(r) = \frac{\omega^2}{c^2} \mathbf{E}(r), \tag{2.81}
\]

where the differential operator \(\Theta_E\) is:

\[
\Theta_E \equiv \frac{1}{\epsilon_r} \nabla \times [\nabla \times \mathbf{E}(r)]. \tag{2.82}
\]

Equation (2.80) supports time harmonic solutions of the type \(\mathbf{E}(r, t) = \mathbf{E}(r) e^{i\omega t}\), where \(\omega\) is the eigen-frequency and \(\mathbf{E}(r)\) are the eigen-functions.

As before, the plane-wave solutions to the wave equation in the photonic crystal are described by eigenfunctions of the type

\[
\mathbf{E}_{kn}(r) = \mathbf{u}_{kn}(r) e^{ik \cdot r}, \tag{2.83}
\]

where \(\mathbf{u}_{kn}(r) = \mathbf{u}_{kn}(r + \mathbf{d}_i)\) is a vectorial periodic function, \(n\) is known as the band index, \(k\) and \(\omega\) are the eigenvector and eigen-frequency, respectively, and the time de-
dependence is assumed to be harmonic, \( E(r, t) = E(r)e^{i\omega t} \). The same line of reasoning can also be applied to the magnetic field \( H \). Equation (2.83) can be expanded into a Fourier series, which leads to:

\[
E_{kn}(r) = \sum_G E_{kn}(G)e^{i(k+G)\cdot r}.
\] (2.84)

Introducing (2.78) and (2.84) into the wave equation (2.9) results in an eigenvalue equation for the Fourier coefficients \( \{E_{kn}(G)\} \). This equation needs to be solved numerically [133]. The same reasoning can be applied to obtain the Fourier coefficients for the magnetic field \( \{H_{kn}(G)\} \). With one of the two sets of Fourier components known, the photonic band structure (dispersion relation of the eigenmodes), can be calculated.

An example of a simple 2D photonic crystal structure, consisting of dielectric rods embedded in a dielectric medium, is given in Fig. 2.17. Even though the geometry of the PhC is relatively simple, it presents a complex photonic band structure with several band-gaps present. The band-gaps can also be identified by examining the photon density of states, \( D(\omega) \), in the crystal. The density of states is defined as \( D(\omega) = \omega^2V/\pi^2v_g^3 \) where \( V \) is the volume of the unit cell and \( v_g \) is the group velocity. It is important to note that these band-gaps are not complete in the sense that the dispersion relation in Fig. 2.17 considers only the TE polarisation; eigenmodes can exist in the TE band-gap regions for the TM polarisation or for waves with off-plane wave vectors [134]. The dispersion relation also shows another interesting phenomenon which can occur in photonic crystals. The slope of the third or fourth lowest bands in the \( \Gamma X \) region, for example, is very small, which translates into a very small group velocity \( v_g \), defined as:

\[
v_g = \frac{\partial \omega}{\partial k}.
\] (2.85)
Physically, a very low group velocity translates into an increased optical path length and a longer time of interaction between the radiation and the medium of propagation. This leads to increased coupling between the two and can result in the enhancement of several optical effects [135, 136] including optical non-linearities [137]. Note also that, similar to the case of electrons in a crystalline medium, the density of states becomes infinite at frequencies at which $v_g = 0$. This effect is the optical equivalent of the Van Hove singularities, which are discontinuities in the electron density of states of solids [4].
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Chapter 3

Theory of Linear and Non-Linear Scattering of Electromagnetic Waves from Two-dimensional Systems

3.1 Introduction

As discussed in the previous chapter, one of the main consequences of the plasmon-induced resonant enhancement of the electromagnetic field is that strong non-linear optical effects can be achieved at relatively small optical power. In particular, the strength of second-order non-linear optical effects, such as the second-harmonic generation, is proportional to $|E|^4$, and therefore an enhancement of $\sim 10-100$ of the local field at the fundamental frequency, easily achievable by using metallic nanoparticles, leads to an increase of up to $10^8$ of the intensity of the light generated at the second harmonic [1–3]. It should therefore be clear that in order to achieve a comprehensive characterisation of the SHG in metallo-dielectric structures one has to employ theoretical methods and/or numerical simulations that enable one to accurately determine the spatial distribution of the electromagnetic field at the FF.

Since most metals are centrosymmetric media, it is of particular interest to develop robust theoretical models that describe the generation of the SH upon the scattering of light from ensembles of nanoparticles made of centrosymmetric materials. Recently, significant progress towards this goal has been made, with some notable examples being the theory of SHG from spherical [4] and cylindrical [5] particles of low-index contrast centrosymmetric materials or, more generally, SHG from a metallic cylinder [6]. It should be noted that in the former case the theoretical approach is valid only within the Rayleigh-Gans-Debye approximation, i.e., it is assumed that the field at the FF is not perturbed during the scattering process, whereas the latter approach only applies to a single scatterer.
This chapter will present a theoretical formalism based on the multiple scattering matrix (MSM) algorithm, which can rigorously describe the general case, namely, the SHG from a collection of cylinders with arbitrary electric permittivity, which are made of centrosymmetric materials. Importantly, this theoretical approach enables one to account for the contribution to the SH field of both the surface and the bulk non-linear polarisations. Using this formalism, it is possible to retrieve the full linear and non-linear field distribution, as well as the linear and non-linear total, scattering and absorption cross sections.

3.2 Formulation of the Scattering Problem for Two-dimensional Geometries

The scattering of electromagnetic waves by materials is a well known problem in electromagnetism. Given an object or system of objects that is illuminated by an electromagnetic wave, the question arises as to how the system will interact with the incoming light and what are the effects of this interaction, both in the near- and the far-field. The focus of this chapter will be on introducing a new numerical method which allows one to study both the linear and non-linear scattering from an array of arbitrarily distributed parallel cylinders. Nevertheless, it is useful to begin with a simpler case, that is, finding the analytical solution to the scattering problem from a single, linear, non-magnetic, infinite cylinder in air.
To begin with, we define the geometry and the physical conditions of the system. For simplicity, we assume an infinite cylinder centred at the origin of a system of cylindrical coordinates \((\rho, \phi, z)\), with \((0, 0, z)\) being the cylinder axis. The cylinder is illuminated by a monochromatic wave, normal onto its surface. This setup is illustrated in Fig. 3.1. In this configuration, two polarization cases can be identified. In one case, the electric field is parallel to the \(z\)-axis, thus it has a single non-zero component \(E_z\), and the magnetic field is perpendicular to the axis of the cylinder. We call this the TM polarization. In the second case, the TE polarization, the magnetic field is parallel to the \(z\)-axis and the electric field has two non-zero components, \(E_r\) and \(E_\phi\). In what follows, the TM case will be considered in detail with the extensions to the TE polarization being given at the end of the analysis.

In the free space around the cylinder, the \(z\)-component of the incoming plane wave can be expanded in a Fourier-Bessel series as \([7]\):

\[
E_z^{\text{inc}}(r, \phi) = \sum_{m=-\infty}^{\infty} a_m J_m(kr) e^{im\phi},
\]

where \(k\) is the transverse component of the wave vector, \(a_m\) are the Fourier-Bessel coefficients of the incoming wave and \(J_m\) is Bessel function of the first kind. Equation (3.1) is evaluated at a point \(P(r, \phi)\). In the case considered here, of normal incidence and TE polarization, the Fourier coefficients can be written as:

\[
a_m = E_0 e^{-im(\phi_0+\pi/2)},
\]

where \(E_0\) is the wave amplitude and \(\phi_0\) is the angle between the \(x\)-axis and the wave vector of the incoming wave.

To understand the origin of Eq. (3.1), let us now consider the Helmholtz equation (2.10) in cylindrical coordinates:

\[
\frac{\partial^2 U}{\partial r^2} + \frac{1}{r} \frac{\partial U}{\partial r} + \frac{1}{r^2} \frac{\partial^2 U}{\partial \phi^2} + \frac{\partial^2 U}{\partial z^2} - \mu \epsilon \omega^2 U = 0,
\]

where \(U\) can be any of the electromagnetic field components. It can be separated as \(U(r, \phi, z) = R(r)Q(\phi)Z(z)\). This leads to three separate differential equations \([8]\):

\[
\frac{d^2 Z}{dz^2} - \ell^2 Z = 0 \quad (3.4a)
\]

\[
\frac{d^2 Q}{d\phi^2} + m^2 Q = 0 \quad (3.4b)
\]

\[
\frac{d^2 R}{dr^2} + \frac{1}{r} \frac{dR}{dr} + \left( n^2 - \frac{m^2}{r^2} \right) R = 0. \quad (3.4c)
\]
Here $m$ and $l$ are integers, $k = \sqrt{\varepsilon \mu \omega^2}$ is the wave vector, and we have used the notation $n^2 = l^2 + k^2$. The solutions to Eqs. (3.4a) and (3.4b) are of the form:

$$Z(z) = e^{\pm iz}$$  \hspace{1cm} (3.5a)
$$Q(\varphi) = e^{\pm im\varphi}$$  \hspace{1cm} (3.5b)

Of particular interest, however, in the case of a cylindrical geometry, is the radial equation (3.4c). In the case of normal incidence at $z = 0$, we can set $l = 0$. Then, using the notation $\kappa = kr$, Eq. (3.4c) becomes:

$$\frac{d^2R}{d\kappa^2} + \frac{1}{\kappa} \frac{dR}{d\kappa} + \left(1 - \frac{m^2}{\kappa^2}\right) R = 0,$$  \hspace{1cm} (3.6)

which is the well known Bessel equation. Equation (3.6) supports solutions of the form [8]:

$$J_m(\kappa) = \left(\frac{\kappa}{2}\right)^m \sum_{j=0}^{\infty} \frac{(-1)^j}{j! \Gamma(j + m + 1)} \left(\frac{\kappa}{2}\right)^{2j}$$  \hspace{1cm} (3.7a)
$$J_{-m}(\kappa) = \left(\frac{\kappa}{2}\right)^{-m} \sum_{j=0}^{\infty} \frac{(-1)^j}{j! \Gamma(j - m + 1)} \left(\frac{\kappa}{2}\right)^{2j},$$  \hspace{1cm} (3.7b)

which are the Bessel functions of the first kind. When $m$ is an integer, it is easy to see from Eqs. (3.7) that:

$$J_{-m}(\kappa) = (-1)^m J_m(\kappa).$$  \hspace{1cm} (3.8)

Another set of useful Bessel functions, are the Bessel functions of the third kind, or Hankel functions. The common definition for the Hankel functions is:

$$H^{(1)}_m(\kappa) = J_m(\kappa) + iN_m(\kappa)$$  \hspace{1cm} (3.9a)
$$H^{(2)}_m(\kappa) = J_m(\kappa) - iN_m(\kappa),$$  \hspace{1cm} (3.9b)

where $N_m(\kappa) = [J_m(\kappa) \cos(m\pi) - J_{-m}(\kappa)]/\sin(m\pi)$ are the Neumann functions (or Bessel functions of the second kind) and $H^{(1)}_m$ and $H^{(2)}_m$ are usually referred to as the Hankel functions of the first and second kind, respectively.

Finally, all Bessel functions and their derivatives obey the recursion relation:

$$\frac{d\Omega_m(\kappa)}{d\kappa} = \frac{\Omega_{m-1}(\kappa) - \Omega_{m+1}(\kappa)}{2},$$  \hspace{1cm} (3.10)

where $\Omega_m(\kappa)$ can be any of the $J_m$, $N_m$, $H^{(1)}_m$ and $H^{(2)}_m$ functions.

We now search for the most general solution to the Helmoltz equation (3.3). With
the previous assumption of \( l = 0 \), this solution will be of the form:

\[
U(r, \phi) = \sum_{m} A_m R_m(r) Q_m(m),
\]

(3.11)

where \( A_m \) are Bessel expansion coefficients. It is easy to see now that by using Eq. (3.5b) and the Bessel equation solutions (3.7), Eq. (3.11) becomes the expansion in Eq. (3.1). Here, we have identified \( A_m = a_m \) as the incoming field Bessel expansion coefficients and \( U(r, \phi) = E_z^{inc}(r, \phi) \) as the \( z \) component of the incoming electric field.

Inside the cylinder, the fields are expressed in terms of Bessel functions, too. However, one also has to take into account the material properties of the cylinder. Thus, the electric field inside the cylinder can be written as:

\[
E_{z}^{int} = \sum_{m=-\infty}^{\infty} c_m J_m(\kappa_c) e^{im\phi},
\]

(3.12)

where \( c_m \) are the internal Fourier-Bessel expansion coefficients and \( \kappa_c = kn_c r \) is the wave number of the field inside the cylinder, with \( n_c \) being the refractive index of the cylinder.

The field scattered by the cylinders also obeys Eq. (3.3). In this case, however, the field needs to be expanded using the Hankel functions, as they describe outgoing waves. Thus, the scattered electric field becomes:

\[
E_{z}^{sca} = \sum_{m=-\infty}^{\infty} b_m H^{(2)}_m(\kappa) e^{im\phi},
\]

(3.13)

where \( b_m \) are the scattered field coefficients.

The scattering problem is now reduced to finding the coefficients \( b_m \) and \( c_m \). This can be achieved by imposing the boundary conditions of the electromagnetic field at the interface between the cylinder and the background (i.e., for \( r = R \), where \( R \) is the radius of the cylinder). For the case of a system with no internal sources, the electromagnetic boundary conditions imply the continuity of the tangent field components, \( E_{ext} = E_{z}^{int} \) and \( H_{ext} = H_{\phi}^{int} \), where:

\[
E_z^{ext} = E_z^{inc} + E_z^{sca}
\]

(3.14a)

\[
H_{\phi}^{ext} = H_{\phi}^{inc} + H_{\phi}^{sca}
\]

(3.14b)

are the total fields outside the cylinder. The \( H_{\phi} \) components can be determined from Maxwell’s equations [8]. Imposing the boundary conditions and eliminating the \( c_m \) components between the two resulting equations, leads to the following solution for
the $b_m$ coefficients [for the detailed steps required, see Appendix B]:

$$b_m = a_m \frac{\alpha J_m(kn_cR)J'_m(kR) - J_m(kR)J'_m(kn_cR)}{H^{(2)}(kR)J'_m(kn_cR) - \alpha J_m(kn_cR)H^{(2)'}(kR)},$$  \hspace{1cm} (3.15)

where the prime denotes a derivative with respect to the argument and $\alpha = (k_c\varepsilon)/(k\varepsilon_c)$. The coefficients $b_m$ can now be found as all the terms in the r.h.s of Eq. (3.15) are known. Consequently, the internal field coefficients can also be determined as:

$$c_m = \frac{a_m J_m(kR) + b_m H^{(2)}(kR)}{J_m(kn_cR)}. \hspace{1cm} (3.16)$$

To complete the discussion, the TE case must also be taken into account. In this case, the $z$ component of the electromagnetic field is $H_z$. The incoming field coefficients for this polarisation can be written:

$$a_m = H_0 e^{-im(\pi/2 + \phi_0)},$$  \hspace{1cm} (3.17)

where $H_0 = E_0/Z$ with $Z = \sqrt{\mu/\varepsilon}$ the impedance of the background. The same line of reasoning can be followed as for the TM problem. The boundary conditions at the surface of the cylinder now require that $H^\text{ext}_z = H^\text{int}_z$ and $E^\text{ext}_\phi = E^\text{int}_\phi$. The scattering field coefficients can be found to be:

$$b_m = a_m \frac{\beta J_m(kn_cR)J'_m(kR) - J_m(kR)J'_m(kn_cR)}{H^{(2)}(kR)J'_m(kn_cR) - \beta J_m(kn_cR)H^{(2)'}(kR)},$$  \hspace{1cm} (3.18)

where $\beta = k_c/k$. The internal field coefficients can still be found using Eq. (3.16).

With both the TM and TE cases treated, the scattering problem of a single, infinite, cylinder can be considered solved. In the next section, this method will be extended to an arbitrary distribution of cylinders. At the same time, the solution of the scattering problem for such a geometry will be shown in the non-linear case, too, namely when the surface second harmonic generation is considered.

### 3.3 Scattering Problem for an Ensemble of Cylinders

The numerical method used in our analysis of the linear and non-linear scattering problem from an ensemble of cylinders is based on a recently introduced numerical algorithm that describes the SHG in photonic systems made of non-centrosymmetric quadratically non-linear optical materials [9]. In this case, the dominant non-linear optical interaction is described by the dipole (local) contribution of the second-order non-linear bulk polarization. However, this dipole contribution to the non-linear polarization vanishes in the case of centrosymmetric materials and therefore the numerical
method introduced in Ref. [9] can not be used to study the SHG in this important class of materials.

In the approach introduced in this chapter the calculation of the scattered field at the SH is performed in two stages. First, by using a standard multiple scattering matrix (MSM) algorithm the electromagnetic field at the fundamental frequency is calculated, and this field is subsequently used to determine the non-linear polarisation at the SH. In a second stage, this non-linear polarisation, which plays the role of the source of the field at the second harmonic, is used to calculate the spatial distribution of the scattered field at the SH. Note that this two-stage approach implies that no energy is transferred back from the SH to the FF and therefore the numerical method presented here is valid only within the so-called undepleted pump approximation, i.e., when the energy at the SH dissipates only through linear optical losses. Due to the reduced conversion efficiency of the SHG interaction and the small size of the nanostructures involved in the non-linear scattering process, the undepleted pump approximation is valid in all cases considered.

3.3.1 Description of the System Geometry

The non-linear scattering problem is schematically illustrated in Fig. 3.2. Thus, an ensemble of $N$ parallel, infinitely long cylinders, $C_j$, $j = 1, 2, \ldots, N$, embedded in a background medium with electric permittivity $\varepsilon_b$ and magnetic permeability $\mu_b$ is considered. The cylinders are assumed to be oriented along the $z$-axis. The $j$-th cylinder has radius $R_j$ and is characterized by the permittivity $\varepsilon_j(\omega)$, which, for the sake of generality, is assumed to be dependent on the frequency $\omega$, and the magnetic permeability $\mu_j$; here and in what follows it is considered that $\mu_j = \mu_b \equiv \mu_0$, $j = 1, 2, \ldots, N$, where $\mu_0$ is the magnetic permeability of the vacuum. In addition, each cylinder is characterised by a surface second-order susceptibility, $\chi^{(2)}_{s,j}$. The position of the center $O_j$ of the $j$-th cylinder is specified by the polar coordinates $(r_j, \varphi_j)$, which are defined with respect to a coordinate system with the origin in $O$. Moreover, as per fig. 3.2, the position of the center of the $k$-th cylinder, specified in a coordinate system with the origin in $O_j$, is defined by the polar coordinates $(r_k^{(j)}, \varphi_k^{(j)})$, whereas the position of an arbitrary point $P$, defined with respect to the coordinate systems with the origin in $O$ and $O_j$, is specified by the polar coordinates $(r_P, \varphi_P)$ and $(r_P^{(j)}, \varphi_P^{(j)})$, respectively.

An incident monochromatic electromagnetic plane wave impinging onto the system of cylinders is fully described by its conicity angles $\phi_0$, $\theta_0$, and $\delta_0$, where $\phi_0$ is the angle between the projection onto the $xy$-plane of the wave vector of the incident wave and the $x$-axis, $\theta_0$ is the angle between the wave vector of the incident wave and the $z$-axis, and $\delta_0$ is the angle between the electric field of the incident wave and the plane defined by the $z$-axis and the wave vector. Moreover, while this analysis can be applied
to the general case of oblique incidence, for the sake of simplicity only the case of normal incidence is considered here, i.e., $\theta_0 = \pi/2$. Then, under these circumstances, two independent cases can be considered: in the first case, which corresponds to the transverse electric (TE) polarisation, the electric field of the incident wave is perpendicular to the axis of the cylinders ($\delta_0 = \pi/2$), whereas in the case of the transverse magnetic (TM) polarization ($\delta_0 = 0$), the magnetic field of the incident wave is perpendicular to the axis of the cylinders.

3.3.2 Calculation of the Electromagnetic Fields at the Fundamental Frequency

In order to calculate the fields at both the FF and SH we have employed a method based on the MSM algorithm [10]. This formalism has been successfully used, e.g., to solve the linear scattering problem in the case of oblique incidence of light onto a 2D photonic crystal [11] [for a comprehensive review of the MSM method and its applications see Ref. [12] and the references therein].

Due to the 2D nature of the linear scattering problem considered here, the electromagnetic field at the FF is fully determined once one knows the longitudinal ($z$) component of either the electric or the magnetic field. To be more specific, for the TM (TE) polarization this longitudinal component is $E_z$ ($H_z$). Then, using Maxwell’s equa-
tions, it can be easily shown that for harmonic fields that depend on time as $e^{i\omega t}$, the transverse components are given by:

$$H_\varphi = -\frac{i}{\kappa^2} \epsilon \omega \frac{\partial E_z}{\partial r},$$

(3.19a)

$$H_r = \frac{i}{\kappa^2} \epsilon \omega \frac{1}{r} \frac{\partial E_z}{\partial \varphi},$$

(3.19b)

for the TM polarisation, and:

$$E_\varphi = \frac{i}{\kappa^2} \mu_0 \omega \frac{\partial H_z}{\partial r},$$

(3.20a)

$$E_r = -\frac{i}{\kappa^2} \mu_0 \omega \frac{1}{r} \frac{\partial H_z}{\partial \varphi},$$

(3.20b)

for the TE polarisation (see for example Ref. [8]). In these relations, the transverse component of the wave vector, $\kappa$, is defined as:

$$\kappa^2(r) = k^2(r) - k^2 \cos^2 \theta_0,$$

(3.21)

where $k = \sqrt{\mu_0 \epsilon(r) \omega}$ is the wave vector. Depending on the position $r$ in the transverse plane, $\epsilon(r)$ is equal to either the permittivity of one of the cylinders or to $\epsilon_b$. Also, note that for normal incidence $\kappa = k$, as in this case $\theta_0 = \pi/2$.

In order to simplify the presentation of the numerical method, all cylinders are assumed to be made of the same material. In particular, considering the case of metallic cylinders, their permittivity is described by the Drude or the Lorentz-Drude model, the latter one being more accurate in the visible region of the spectrum.

Although the technical details can be somewhat complicated, the MSM formalism consists of two simple steps. First, the incident and the scattered electromagnetic fields are expanded in Fourier-Bessel series. Then, the boundary conditions at the surface of the scatterers are used to construct a system of linear equations whose solution determines the Fourier coefficients of the Fourier-Bessel series expansion of the scattered field. Once these coefficients are determined, by solving the corresponding system of linear equations, the electromagnetic field can be found at any point in space. Thus, given an incident plane wave, the longitudinal component of the incoming field, $U^{inc}_z$, which depending on the polarisation of the incoming wave is $U^{inc}_z = E^{inc}_z$ ($U^{inc}_z = H^{inc}_z$) for TM (TE) polarised waves, can be written as:

$$U^{inc}_z(r, \varphi) = \sum_{m=-\infty}^{\infty} a_m J_m(\kappa_b r) e^{im\varphi},$$

(3.22)

where $J_m$ denotes the Bessel functions of the first kind. Note that in Eq. (3.22), the har-
monic time dependence of the incident field has been dropped. The Fourier coefficients $a_m$ depend solely on the type of the incoming wave, for a plane wave being given by the following formulae:

$$a_m = \begin{cases} E_0 \sin \theta_0 e^{-im(\pi/2 + \phi_0)}, & U_z = E_z \\ \frac{E_0}{Z_b} \cos \theta_0 \sin \theta_0 e^{-im(\pi/2 + \phi_0)}, & U_z = H_z \end{cases}$$ \hfill (3.23)

where $Z_b = \sqrt{\mu_b/\epsilon_b}$ is the impedance of the background medium.

The field scattered by the cylinder $C_j$ can be expanded, too, in a Fourier-Bessel series, but since at $r \to \infty$ the scattered field must contain only outgoing waves, the basis of expansion functions consists of Hankel functions of the second kind, $H_m^{(2)}$. Hence, at a point $P(r, \varphi)$, the field scattered by the cylinder $C_j$ is written as:

$$U_{sc z,j}^\infty(r, \varphi) = \sum_{m=-\infty}^{\infty} b_{mj} H_m^{(2)}(\kappa_b r_P) e^{im\varphi_P},$$ \hfill (3.24)

where $b_{mj}$ are the expansion coefficients and represent the main quantities that are to be determined numerically. It is easy to see now that once the coefficients $b_{mj}$ are computed, the total field at a point $P$ can be readily found. Thus, the field $U_z^{tot}(P)$ is given by the sum between the incoming field and the fields scattered by all the cylinders:

$$U_z^{tot}(P) = \sum_{m=-\infty}^{\infty} a_m J_m(\kappa_b r_P) e^{im\varphi_P} + \sum_{j=1}^{N} \sum_{m=-\infty}^{\infty} b_{mj} H_m^{(2)}(\kappa_b r_P) e^{im\varphi_P}.$$ \hfill (3.25)

To find the scattered field the source of the field around a cylinder $C_j$ is investigated. Thus, this field can be viewed as being generated via scattering off this cylinder of an incoming local field, $U_{z,j}^{loc}$, which consists of the incoming plane wave and the sum of the fields scattered by all cylinders, except the cylinder $C_j$. This local field can be written as:

$$U_{z,j}^{loc}(P) = Q_j \sum_{m=-\infty}^{\infty} a_m J_m(\kappa_b r_P) e^{im\varphi_P} + \sum_{k=1}^{N} \sum_{m,q=-\infty}^{\infty} T_{jk,mq} b_{qk} J_m(\kappa_b r_P) e^{im\varphi_P},$$ \hfill (3.26)

where $Q_j$ are phase factors that transform the incoming field from the system with the origin in $O$ to the system with the origin in $O_j$ and $T_{jk}$ is the electromagnetic coupling
matrix between the cylinders $j$ and $k$. These parameters are defined as [11]:

\[ Q_j = e^{-i\kappa_b r_j \cos(\phi_j - \phi_0)}, \tag{3.27a} \]
\[ T_{jk,mq} = e^{i(q-m)\varphi_k} H_m^{(2)}(\kappa_b r_j^k). \tag{3.27b} \]

One important observation, which must be made here, is that the fields in Eq. (3.26) are a self-consistent solution to Maxwell’s equations. Therefore, they represent the total field incoming on cylinder $C_j$, which includes all previous scattering and subsequent re-scatterings of the fields by cylinders $C_k$. This property of the MSM formalism is also apparent in its actual implementation, wherein no iterative process exists. As a result, the only numerical approximation present in the formalism is the number of expansion terms, $M$, being considered, as will be discussed in the next chapter.

Equation (3.26) can be easily derived by inserting in Eq. (3.25) the Graf formula [13]:

\[ H_m^{(2)}(\kappa_b r^k_P) e^{im\varphi^k_P} = \sum_{q=\infty}^{q=-\infty} e^{i(m-q)\varphi^k_P} H_m^{(2)}(\kappa_b r^j_k) J_q(\kappa_b r^j_P) e^{iq\varphi^j_P}. \tag{3.28} \]

Now, the local field $U_{z,j}^{loc}(P)$ can itself be expanded in a Fourier-Bessel series:

\[ U_{z,j}^{loc}(P) = \sum_{m=-\infty}^{\infty} d_{mj} J_m(\kappa_b r^j_P) e^{im\varphi^j_P}. \tag{3.29} \]

The total field around a cylinder $C_j$ can therefore be written as the sum between this local field and the field scattered by the cylinder [the index $j$ here signifies that $U_{z}^{tot}(P)$ is calculated in the system with the origin in $O_j$]:

\[ U_{z,j}^{tot}(P) = \sum_{m=-\infty}^{\infty} \left[ d_{mj} J_m(\kappa_b r^j_P) + b_{mj} H_m^{(2)}(\kappa_b r^j_P) \right] e^{im\varphi^j_P}. \tag{3.30} \]

Now let us introduce the column vectors $a_j = \{Q_j a_m\}$, $b_j = \{b_{mj}\}$, and $d_j = \{d_{mj}\}$, contain the Fourier coefficients of the incoming plane wave, the scattered field, and the local field associated to the cylinder $C_j$, respectively. Furthermore, the scattered field and the local field associated to the cylinder $C_j$ are related by the scattering matrix $S_j$ of the cylinder $C_j$, and thus the relation between the vectors $b_j$ and $d_j$ is given by:

\[ b_j = S_j d_j. \tag{3.31} \]

Combining Eqs. (3.26), (3.30), and (3.31) yields the following linear system of matrix
equations:

\[ \sum_{k=1}^{N} \left[ \delta_{kj} I - (1 - \delta_{kj}) S_j T_{jk} \right] b_k = S_j a_j, \quad j = 1, 2, \ldots, N, \]  

where \( \delta_{ij} \) is the Kronecker symbol and \( I \) is the identity matrix. This system of equations can be reduced to a single matrix equation. For this, the column vectors \( b_j \) and \( S_j a_j \) are stacked into the single column vectors, \( B = \{b_j\} \) and \( G = \{S_j a_j\} \), respectively, and the scattering matrix, \( S_\omega \), of the entire system of cylinders can be defined as:

\[
S_\omega = \begin{pmatrix}
I & -S_1 T_{12} & -S_1 T_{13} & \ldots \\
-S_2 T_{21} & I & -S_2 T_{23} & \ldots \\
-S_3 T_{31} & -S_3 T_{32} & I & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]  

(3.33)

With these definitions, Eq. (3.32) becomes:

\[ S_\omega B = G. \]  

(3.34)

Since the vector \( G \) is known, the linear scattering problem has been reduced to finding the scattering matrix of the system, \( S_\omega \), and then solving the system (3.34). More exactly, once \( S_\omega \) is determined, the Fourier coefficients \( B \) of the scattered field are calculated by simply solving the linear system (3.34), the total field at a point \( P \) being subsequently determined from Eq. (3.25). To this end, computing \( S_\omega \) amounts to finding the matrices \( S_j \) of the cylinders \( C_j \), which can be easily determined by using the continuity of the tangent component of the fields across the boundary of the cylinder \( C_j \).

In the case of the TE polarisation, the boundary conditions can be expressed as:

\[
H_{z,j}^{\text{ext}}(R_j, \varphi) = H_{z,j}^{\text{int}}(R_j, \varphi),
\]  

(3.35a)

\[
E_{\varphi,j}^{\text{ext}}(R_j, \varphi) = E_{\varphi,j}^{\text{int}}(R_j, \varphi).
\]  

(3.35b)

The magnetic field inside the cylinder \( C_j \), \( H_{z,j}^{\text{int}} \), can be written as:

\[
H_{z,j}^{\text{int}}(P) = \sum_{m=-\infty}^{\infty} c_{mj} J_m(\kappa_j r_P^j) e^{im\varphi_P},
\]  

(3.36)

whereas the tangent component of the electric field, \( E_{\varphi,j}^{\text{int}} \), is determined from the Eq. (3.20a).

Using Eq. (3.30), imposing the continuity conditions (3.35), and eliminating the
coefficients $c_{mj}$ from the resulting system of equations, one obtains the following relation between the $b_{mj}$ and $d_{mj}$ coefficients:

$$\frac{b_{mj}}{d_{mj}} = \frac{\beta_j J'_m(\kappa_b R_j) J_m(\kappa_j R_j) - J_m(\kappa_b R_j) J'_m(\kappa_j R_j)}{H^{(2)}_m(\kappa_b R_j) J'_m(\kappa_j R_j) - \beta_j H^{(2)'}_m(\kappa_b R_j) J_m(\kappa_j R_j)}.$$  \hspace{1cm} (3.37)

Here, the prime symbol denotes the derivative with respect to the argument and $\beta_j = \kappa_j / \kappa_b$. These calculations can be repeated for the case of the TM polarisation, the result being that Eq. (3.37) becomes:

$$\frac{b_{mj}}{d_{mj}} = \frac{\alpha_j J'_m(\kappa_b R_j) J_m(\kappa_j R_j) - J_m(\kappa_b R_j) J'_m(\kappa_j R_j)}{H^{(2)}_m(\kappa_b R_j) J'_m(\kappa_j R_j) - \alpha_j H^{(2)'}_m(\kappa_b R_j) J_m(\kappa_j R_j)},$$  \hspace{1cm} (3.38)

where $\alpha_j = (\epsilon_b \kappa_j) / (\epsilon_j \kappa_b)$. Now, Eq. (3.31) shows that $S_{j,mn} = (b_{mj}/d_{mj}) \delta_{mn}$, which means that for cylinders, in the case of a TE or TM polarised incident wave, the scattering matrix is diagonal. As in the case of the one cylinder geometry, a relation can now be found between $b_{mj}$ and $c_{mj}$. The internal field coefficients can thus be expressed as:

$$c_{mj} = \frac{a_{mj} J_m(\kappa_b R_j) + b_{mj} H^{(2)}_m(\kappa_b R_j)}{J_m(\kappa_j R_j)}.$$  \hspace{1cm} (3.39)

It is worth noting that Eq. (3.39) is valid for both polarisations. With the Fourier coefficients now known, the field inside the cylinders can be determined by using Eq. (3.36). Note that this formalism can be easily extended to the case of scatterers of arbitrary shape, the main difference being that in this case, the scattering matrices $S_j$ are no longer diagonal [14].

### 3.3.3 Calculation of the Electromagnetic Fields at the Second Harmonic

The second step of the numerical method consists in the calculation of the electromagnetic field at the SH. To this end, the source of the field at the SH, namely, the non-linear polarisation induced by the field at the FF, must be determined. The two contributions to the non-linear polarisation are given by Eqs. (2.65) and (2.67) for the surface and bulk contributions, respectively. Equations (2.66) show that the surface contribution exists only in the case in which the $E_\perp$ and $E_\parallel$ components are non-zero which here corresponds to the TE polarisation. As a result, in what follows, only this case will be considered.

In the particular case of a cylinder, Eqs. (2.69), describing the non-linear boundary
conditions at the metal-dielectric interface, can be rewritten as:

\[ H^\text{int}_z(\Omega) - H^\text{ext}_z(\Omega) = i\Omega P_{s,\varphi}, \]  
\[ \frac{1}{\epsilon_j} D^\text{int}_\varphi(\Omega) - \frac{1}{\epsilon_b} D^\text{ext}_\varphi(\Omega) = -\frac{1}{\epsilon_j R_j} \frac{\partial P_{s,r}}{\partial \varphi} + \frac{P_{b,\varphi}}{\epsilon_j}, \]  

(3.40a)  
(3.40b)

where the TE polarisation was assumed. Note that due to the presence of the non-linear polarisation sheet at the surface of the metal the non-linear boundary conditions are different from the linear ones, which are given by the Eqs. (3.35).

Similar to the linear scattering problem, the total SH field at a point \( P \) can be viewed as consisting of two distinct components: a source field, \( H^\text{src}_z(P, \Omega) \), which reaches the point \( P \) without being scattered by any of the cylinders, and the scattered field, \( H^\text{sc}_z(P, \Omega) \), which arrives at \( P \) after it was scattered by at least one of the cylinders:

\[ H^\text{tot}_z(P, \Omega) = H^\text{src}_z(P, \Omega) + H^\text{sc}_z(P, \Omega). \]  
(3.41)

The source field satisfies the Helmholtz equation:

\[ \nabla^2 H^\text{src}_z(r, \Omega) + \kappa^2_b(\Omega) H^\text{src}_z(r, \Omega) = -i\Omega(\nabla \times P_{nl}) \cdot e_z, \]  
(3.42)

where \( e_z \) is the unit vector along the \( z \)-axis and \( P_{nl} = P_s + P_b \) is the total non-linear polarisation. Since the source polarisation \( P_{nl} \) is known once the electric field at the FF is determined, this source field can easily be calculated by using the Green function of the Helmholtz equation in 2D, \( G_{2D}(r) = -(i/4)H^{(2)}_0(r) \):

\[ H^\text{src}_z(P, \Omega) = -\frac{\Omega}{4} H^{(2)}_0(\kappa_b |r_P - r_M|) \otimes [(\nabla \times P_{nl}) \cdot e_z]. \]  
(3.43)

In this equation the symbol \( \otimes \) represents the convolution operator, which is defined as \( f \otimes g = \int f(r - r')g(r')dr' \). Because of the particular characteristics of the surface and bulk polarisations, Eq. (3.43) represents the sum between a line integral over the boundaries of all cylinders and a surface integral over their transverse cross sections. Moreover, the field \( H^\text{src}_z(P, \Omega) \) consists of a linear superposition of fields \( H^\text{src}_{z;j}(P, \Omega) \), each such field being generated by the corresponding cylinder \( C_j \). Inserting in the Eq. (3.43), the Graf formula [13] for the Bessel function \( H^{(2)}_0(r) \),

\[ H^{(2)}_0(\kappa_b |r_P - r_M|) = \sum_{m=-\infty}^{\infty} e^{-im\varphi_P^j} J_m(\kappa_b r_P^j) \times H^{(2)}_m(\kappa_b r_M^j)e^{im\varphi_M^j}, \]  
(3.44)

one can easily show that the Fourier-Bessel expansion of the field \( H^\text{src}_{z;j}(P, \Omega) \), around
the cylinder $C_j$, can be written as:

$$H_{z,j}^{\text{inc}}(P) = \sum_{m=-\infty}^{\infty} a_{\Omega,mj} H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P}, \quad (3.45)$$

where,

$$a_{\Omega,mj} = -\frac{\Omega}{4} \int_{\Gamma_j} e^{-im\varphi_M^j} J_m(\kappa_b r_M^j) \left[ (\nabla r_M^j \times P_M) \cdot e_z \right] d\Gamma_M. \quad (3.46)$$

In this relation, the domain of integration $\Gamma_j$ is either the boundary of the cylinder $C_j$, in the case of the surface polarisation, or its transverse cross section, when the bulk polarisation is integrated. Similar to the analysis of the scattering process at the FF, the scattered field at the SH can be written as [see also the Eq. (3.25)]:

$$H_{z}^{\text{sc}}(P, \Omega) = \sum_{j=1}^{N} \sum_{m=-\infty}^{\infty} b_{\Omega,mj} H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P}, \quad (3.47)$$

where $b_{\Omega,mj}$ are the scattering coefficients at the SH. Combining Eqs. (3.45) and (3.47) leads to the formula for the total field $H_{z}^{\text{tot}}(P, \Omega)$:

$$H_{z}^{\text{tot}}(P, \Omega) = \sum_{j=1}^{N} \sum_{m=-\infty}^{\infty} (a_{\Omega,mj} + b_{\Omega,mj}) H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P}, \quad (3.48)$$

where the two series containing the $a_{\Omega,mj}$ and $b_{\Omega,mj}$ coefficients correspond to the source and scattered fields, respectively. By inserting in this equation the Graf formula (3.28), the total field outside the cylinder $C_j$, at a point $P$, can be written in the following form:

$$H_{z,j}^{\text{tot}}(P, \Omega) = \sum_{m=-\infty}^{\infty} (a_{\Omega,mj} + b_{\Omega,mj}) H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P} + \sum_{k=1}^{N} \sum_{m,q=-\infty}^{\infty} T_{jk,mq}(a_{\Omega,qk} + b_{\Omega,qk}) J_m(\kappa_b r_P^k) e^{im\varphi_P}, \quad (3.49)$$

where the index $j$ signifies that $H_{z,j}^{\text{tot}}(P, \Omega)$ is calculated in the coordinate system with the origin in $O_j$. This equation shows that the total field consists of the sum between the field generated and scattered by the cylinder $C_j$ [the first term in the Eq. (3.49)] and the total field incident onto this cylinder [the second term in the Eq. (3.49)]. This latter field, in turn, is given by the sum between the fields generated by all the other cylinders and the fields scattered by these cylinders.

The total field can also be decomposed in an alternative way, namely, it can be
written as the sum of a source field generated by the cylinder \( C_j \), \( H_{z,j}^{\text{self}}(P, \Omega) \), a local field, \( H_{z,j}^{\text{loc}}(P, \Omega) \), which is the field incident onto \( C_j \), and the corresponding scattered field, \( H_{z,j}^{\text{sc}}(P, \Omega) \). Furthermore, the source field must satisfy the non-linear boundary conditions (3.40), whereas the field involved in the scattering process:

\[
H_{z,j}^{\text{lin}}(P, \Omega) = H_{z,j}^{\text{loc}}(P, \Omega) + H_{z,j}^{\text{sc}}(P, \Omega),
\]  

(3.50)
satisfies the linear boundary conditions corresponding to the TE polarisation, i.e., Eqs. (3.35). It should be noted that if the non-linear bulk polarisation is given by the Eq. (2.67) then the source term in the Helmholtz equation (3.42) cancels everywhere except on the boundaries of the cylinders and therefore the fields \( H_{z,j}^{\text{self}}(P, \Omega) \) and \( H_{z,j}^{\text{lin}}(P, \Omega) \) satisfy the homogeneous part of this equation.

Now, the source field can be expanded in Fourier-Bessel series as:

\[
H_{z,j}^{\text{self}}(P, \Omega) = \sum_{m=-\infty}^{\infty} c_{\Omega,mj}^{\text{self}} J_m(\kappa_j r_j^P) e^{i m \varphi_j^P},
\]  

(3.51)
for \( r_j^P < R_j \) and

\[
H_{z,j}^{\text{self}}(P, \Omega) = \sum_{m=-\infty}^{\infty} g_{\Omega,mj}^{\text{self}} H_m^{(2)}(\kappa_b r_j^P) e^{i m \varphi_j^P},
\]  

(3.52)
for \( r_j^P > R_j \). By imposing the non-linear boundary conditions (3.40) at \( r_j^P = R_j \), one obtains the following system of linear equations for the coefficients \( c_{\Omega,mj}^{\text{self}} \) and \( g_{\Omega,mj}^{\text{self}} \):

\[
\begin{align*}
  c_{\Omega,mj}^{\text{self}} J_m(\kappa_j R_j) - g_{\Omega,mj}^{\text{self}} H_m^{(2)}(\kappa_b R_j) &= i \Omega \bar{P}_{\varphi,m}, \\
  \frac{i \kappa_j}{\epsilon_j \Omega} c_{\Omega,mj}^{\text{self}} J'_m(\kappa_j R_j) - \frac{i \kappa_b}{\epsilon_b \Omega} g_{\Omega,mj}^{\text{self}} H_m^{(2)'}(\kappa_b R_j) &= \bar{P}_{r,m}.
\end{align*}
\]

(3.53a)

(3.53b)

In these relations,

\[
\begin{align*}
  \bar{P}_{\varphi,m} &= P_{s\varphi,m}, \\
  \bar{P}_{r,m} &= -\frac{1}{\epsilon_j R_j} \frac{\partial P_{sr,m}}{\partial \varphi} \bigg|_{r_j^P = R_j} + \frac{P_{b\varphi,m}}{\epsilon_j}.
\end{align*}
\]

(3.54a)

(3.54b)

are the \( m \)-th order coefficients of the expansion in Fourier-Bessel series of the corresponding non-linear polarisation. Their exact expressions can be found in Appendix C. The solution of the linear system (3.53), which completely determines the source field
\( H_{\text{self}}^{(P,\Omega)} \), is found as:

\[
\begin{align*}
\alpha_{\Omega,mj}^{\text{self}} &= i \frac{H_m^{(2)}(k_b R_j) \bar{P}_{\nu,m} + Z_b H_m^{(2)\nu}(k_b R_j) \Omega \bar{P}_{\nu,m}}{Z_b J_m(\kappa_j R_j) H_m^{(2)\nu}(\kappa_b R_j) - Z_j H_m^{(2)}(\kappa_b R_j) J_m'(\kappa_j R_j)}, \quad (3.55a) \\
\beta_{\Omega,mj}^{\text{self}} &= i \frac{J_m(\kappa_j R_j) \bar{P}_{\nu,m} + Z_j J_m'(\kappa_j R_j) \Omega \bar{P}_{\nu,m}}{Z_b J_m(\kappa_j R_j) H_m^{(2)\nu}(\kappa_b R_j) - Z_j H_m^{(2)}(\kappa_b R_j) J_m'(\kappa_j R_j)}, \quad (3.55b)
\end{align*}
\]

where \( Z_j = (\mu_j/\epsilon_j)^{1/2} \). Note that these coefficients can be easily calculated once the field at the FF is determined.

Based on Eq. (3.50), the field \( H_{\text{lin}}^{(P,\Omega)} \) can be written as:

\[
H_{\text{lin}}^{(P,\Omega)} = \sum_{m=-\infty}^{\infty} \alpha_{\Omega,mj}^{\text{lin}} J_m(\kappa_j r_P^i) e^{im\varphi_P^i}, \quad (3.56)
\]

for \( r_P^i < R_j \) and:

\[
H_{\text{lin}}^{(P,\Omega)} = \sum_{m=-\infty}^{\infty} \beta_{\Omega,mj}^{\text{loc}} J_m(\kappa_b r_P^j) e^{im\varphi_P^j} + \sum_{m=-\infty}^{\infty} \beta_{\Omega,mj}^{\text{sc}} H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P^j}, \quad (3.57)
\]

for \( r_P^j > R_j \).

Now, by combining Eqs. (3.52) and (3.57) one can cast the total field \( H_{\text{tot}}^{(P,\Omega)} \) outside the cylinder \( C_j \) in the following form:

\[
H_{\text{tot}}^{(P,\Omega)} = \sum_{m=-\infty}^{\infty} \beta_{\Omega,mj}^{\text{loc}} J_m(\kappa_b r_P^j) e^{im\varphi_P^j} + \sum_{m=-\infty}^{\infty} (\beta_{\Omega,mj}^{\text{self}} + \beta_{\Omega,mj}^{\text{sc}}) H_m^{(2)}(\kappa_b r_P^j) e^{im\varphi_P^j}, \quad (3.58)
\]

By introducing the vectors \( a_{\Omega,j} = \{a_{\Omega,mj}\} \), \( b_{\Omega,j} = \{b_{\Omega,mj}\} \), \( g_{\Omega,j}^{\text{self}} = \{g_{\Omega,mj}^{\text{self}}\} \), \( g_{\Omega,j}^{\text{sc}} = \{g_{\Omega,mj}^{\text{sc}}\} \), and \( f_{\Omega,j} = \{f_{\Omega,mj}\} \), then, comparing Eqs. (3.49) and (3.58), one can see that these vectors satisfy the following relations:

\[
a_{\Omega,j} + b_{\Omega,j} = g_{\Omega,j}^{\text{self}} + g_{\Omega,j}^{\text{sc}}, \quad (3.59a) \\
\sum_{k=1}^{N} T_{jk} (a_{\Omega,k} + b_{\Omega,k}) = f_{\Omega,j}. \quad (3.59b)
\]

Furthermore, the scattered and the incident (local) fields are related via the scattering
matrix $S_{\Omega,j}$,
\[ g_{\Omega,j}^{sc} = S_{\Omega,j}f_{\Omega,j}, \]
(3.60)

where the index $\Omega$ means that the scattering matrix is evaluated at the frequency of the SH, $\Omega = 2\omega$. From this equation and Eqs. (3.59) one can derive the relation:
\[ \sum_{k=1}^{N} S_{\Omega,j}T_{jk}(a_{\Omega,k} + b_{\Omega,k}) = (a_{\Omega,j} + b_{\Omega,j}) - g_{\Omega,j}^{self}, \]
(3.61)

which holds for $j = 1, \ldots, N$. This linear system of matrix equations can be written in a more compact form using the vectors $A_{\Omega} = \{a_{\Omega,j}\}$, $B_{\Omega} = \{b_{\Omega,j}\}$, and $G_{\Omega}^{self} = \{g_{\Omega,j}^{self}\}$. With these notations, Eq. (3.61) becomes:
\[ S_{\Omega}B_{\Omega} = G_{\Omega}, \]
(3.62)

where $S_{\Omega}$ is given by Eq. (3.33), with all matrix components evaluated at the frequency $\Omega$, and
\[ G_{\Omega} = -S_{\Omega}A_{\Omega} + G_{\Omega}^{self}. \]
(3.63)

The vector coefficients $A_{\Omega}$ and $G_{\Omega}^{self}$ are completely determined once the field at the FF is calculated. As a result, the scattering vector coefficients $B_{\Omega}$ can be found by solving the system (3.62), and subsequently the field at a point $P$ outside the cylinders is determined from Eq. (3.48).

Finally, it can be seen from Eqs. (3.51) and (3.56) that the total field inside the cylinder $C_j$ is given by:
\[ H_{z,j}^{tot}(P, \Omega) = \sum_{m=-\infty}^{\infty} (c_{\Omega,mj}^{self} + c_{\Omega,mj}^{lin})J_m(\kappa_j r_j P)e^{im\phi_j P}. \]
(3.64)

As in the case of the linear scattering problem, the coefficients $c_{\Omega,mj}^{lin}$ are calculated by imposing on the field $H_{z,j}^{lin}(P, \Omega)$ the linear boundary conditions (3.35).

### 3.3.4 Calculation of the Scattering Cross Sections

The MSM formalism allows one to determine not only the spatial distribution of the electromagnetic field but also a series of important physical quantities, such as the total cross section, the absorption cross section, and the scattering cross section. Whereas the field distribution provides essential information regarding the properties of the optical near field, the scattering cross sections characterize the process of energy transfer from the incident wave into the far field. The total scattering cross section, $Q_s(\omega)$, for the
field at the FF is defined as:

\[ Q_s(\omega) \equiv \frac{P_{\text{sc}}(\omega)}{P_{\text{inc}}} = \int_0^{2\pi} q_s(\varphi; \omega) d\varphi, \]  

(3.65)

where \( P_{\text{sc}} \) and \( P_{\text{inc}} \) are the total scattered power per unit length and the power per unit length of the incident wave, respectively, and \( q_s(\varphi; \omega) \) is the differential cross section.

In order to calculate the total scattered power consider a cylinder of radius \( R \), which contains all the scatterers. Then, the total power of the scattered field that flows through the boundary of this cylinder can be computed and subsequently the limit \( R \to \infty \). This procedure is expressed mathematically as follows:

\[ P_{\text{sc}}(\omega) = \lim_{R \to \infty} \left[ R \int_0^{2\pi} \frac{1}{2} \Re (E^{\text{sc}} \times H^{\text{sc}*}) \right] d\varphi. \]  

(3.66)

Using the asymptotic expressions at \( x \to \infty \), of the Hankel functions \( H_m^{(2)}(x) \) and their derivatives, leads to:

\[ P_{\text{sc}}(\omega) = \frac{\mu_b \omega}{\pi \kappa_b^2} \int_0^{2\pi} \left| \sum_{m=-\infty}^{\infty} \tilde{b}_m e^{i m \varphi} \right|^2 d\varphi = 2 \frac{\mu_b \omega}{\kappa_b} \sum_m |b_m|^2, \]  

(3.67)

where \( \tilde{b}_m \) are the scattering coefficients in the coordinate system with the origin in \( O \).

Using the Graf addition formula (3.28), these coefficients can be written as:

\[ \tilde{b}_m = \sum_{j=0}^{N} \sum_{n=-\infty}^{\infty} b_{mj} e^{i(n-m)\varphi_j} J_{m-n}(\kappa_b r_j). \]  

(3.68)

Furthermore, the power per unit length of the incident plane wave is given by:

\[ P_{\text{inc}} = \frac{1}{2} R_s v \epsilon_b |E_0|^2, \]  

(3.69)

where \( R_s \) is the radius of the smallest cylinder that would contain the entire set of scatterers and \( v \) is the phase-velocity of the incident plane wave.

Note that since the amplitude of the scattered field depends linearly on the amplitude \( E_0 \) of the incident plane wave, the total and the differential scattering cross sections do not depend on \( E_0 \). In order to have this condition satisfied at the SH, too, the scattering cross sections at \( \Omega \) can be defined as:

\[ Q_s(\Omega) \equiv \frac{P_{\text{sc}}(\Omega)}{|P_{\text{inc}}|^2} = \int_0^{2\pi} q_s(\varphi; \Omega) d\varphi = 2 \frac{\mu_b \omega}{\kappa_b} \sum_{m=-\infty}^{\infty} |\tilde{b}_m|^2 \frac{1}{2} R_s v \epsilon_b |E_0|^2. \]  

(3.70)

Here, \( q_s(\varphi; \Omega) \) is the second harmonic differential cross section. The scattering power
in the case of the non-linear field, \( P_{sc}(\Omega) \), can also be calculated using Eq. (3.67) with \( \Omega = 2\omega \) and the scattering coefficients \( \tilde{b}_m \), corresponding to the SH scattering case. A detailed description of how these formulae can be obtained is given in Appendix D.

### 3.3.5 Calculation of the Absorption Cross Section

The scattering cross section characterizes the strength of the interaction between incoming plane waves and the objects that scatter these waves. Another physical quantity that provides insightful information about the scattering process is the absorption cross section. In particular, the absorption cross section quantifies the rate at which the scattering system absorbs energy from the incident wave, and as such it can be instrumental in characterizing the strength of the coupling between the near field and the system of scatterers. At the FF, the absorption cross section can be determined by separating the total power flow out of the scattering region, \( P_{tot} \), which sometimes is also referred to as the extinction power, into the absorbed and scattered power,

\[
P_{tot} = P_{abs} + P_{sc}. \tag{3.71}
\]

In this equation, \( P_{tot} \) is defined as:

\[
P_{tot}(\omega) = \lim_{R \to \infty} \left[ R \int_0^{2\pi} \frac{1}{2} \text{Re} \left( E^{tot}_r \times H^{tot*}_r \right) d\varphi \right]. \tag{3.72}
\]

Taking into account that \( E^{tot} = E^{inc} + E^{sc} \) and \( H^{tot} = H^{inc} + H^{sc} \), Eq. (3.72), in conjunction with Eq. (3.66), leads to the following expression for the total power [8]:

\[
P_{tot} = -\lim_{R \to \infty} \left[ R \int_0^{2\pi} \frac{1}{2} \text{Re} \left( E^{inc}_r H^{inc*}_r + E^{inc}_\varphi H^{inc*}_z \right) d\varphi \right]. \tag{3.73}
\]

Using again the asymptotic forms for the Bessel and Hankel functions, the total power can be expressed as:

\[
P_{tot} = -\frac{2\mu_0\omega}{\kappa_b^2 Z_b} \sum_{m=-\infty}^{\infty} |\tilde{b}_m| \cos \left( \arg \tilde{b}_m + \frac{m\pi}{2} + m\varphi_0 \right). \tag{3.74}
\]

This total power is used to define the total (or extinction) cross section:

\[
Q_t(\omega) = \frac{P_{tot}(\omega)}{P^{inc}} = -\frac{2\mu_0\omega}{\kappa_b^2 Z_b} \sum_{m=-\infty}^{\infty} |\tilde{b}_m| \cos \left( \arg \tilde{b}_m + \frac{m\pi}{2} + m\varphi_0 \right). \tag{3.75}
\]

Finally, by using Eq. (3.71), the absorption cross section is simply given by:

\[
Q_a(\omega) = Q_t(\omega) - Q_s(\omega). \tag{3.76}
\]
Similarly, the absorption cross section can also be defined as:

\[ Q_a(\omega) = \frac{P_{\text{abs}}(\omega)}{P_{\text{inc}}}. \]  
(3.77)

It should be noted that when the scatterers exhibit no absorption, i.e. when \( \nu = 0 \), the absorption cross section vanishes, in which case Eq. (3.76) represents the well known optical theorem. A detailed approach to these calculations can be found in Appendix D.

At the SH, as there is no incoming field, the power loss per unit length, is determined by integrating over the transverse cross section of all cylinders the Joule thermal power loss, \( P_{\text{abs}} = \frac{1}{2} \text{Re}(\mathbf{J} \cdot \mathbf{E}^*) \), with \( \mathbf{J} = \sigma_j \mathbf{E} \) being the conduction current density and \( \sigma_j \) the conductivity of the cylinder \( C_j \) [for the Drude model, \( \sigma = \left( \epsilon_0 \omega_p^2 / (\nu - i\omega) \right) \)].

### 3.4 Description of the Time Domain Linear and Non-linear Wave Scattering by Ensembles of Cylinders

The MSM formalism is an efficient and versatile method for solving the linear and non-linear scattering problem for arbitrary distributions of cylinders. Nevertheless, it is limited to the frequency domain in that it can only provide the solution to the scattering problem for a monochromatic wave excitation. This implies that more general light-matter interactions, namely, interaction with an optical pulse, can not be directly described by the MSM. To overcome this limitation, we have extended the MSM formalism to the time domain [15].

To better understand the approach we have used, consider the Fourier transform between the field in the time and frequency domains:

\[ H(\omega) = \int_{-\infty}^{+\infty} h(t) e^{i\omega t} dt, \]  
(3.78)

for the direct Fourier transform and

\[ h(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-i\omega t} d\omega, \]  
(3.79)

for the inverse Fourier transform. Here \( H(\omega) \) and \( h(t) \) are the fields in the frequency and time domain, respectively. In the case of our scattering problem, a time varying electromagnetic field \( U(t) \) can be written as:

\[ U(t) = F(t) e^{i(k_0 \cdot r + \omega t)}, \]  
(3.80)
where, according to Eq. (3.79), $F(t)$ is of the form:

$$F(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \tilde{F}(\omega) e^{-i\omega t} d\omega.$$  

(3.81)

For example, for a temporal Gaussian pulse with maximum amplitude $E_0$, temporal duration $T_0$, full-width at half-maximum $T_{FWHM} = \sqrt{2\ln 2} T_0$, which has its peak amplitude spatially centred in $r = 0$ at $t = 0$, $\tilde{F}(\omega)$ can be expressed as:

$$\tilde{U}_0(\omega) = E_0 \int_{-\infty}^{+\infty} e^{\frac{-\omega^2}{2W_0^2}} e^{-i\omega t} dt = E_0 e^{-\frac{\omega^2}{2W_0^2}} e^{i\omega T_0},$$  

(3.82)

where $W_0 = \frac{1}{T_0}$ defines the full-width at half-maximum in the frequency domain, $W_{FWHM} = \sqrt{2\ln 2} W_0$.

A plane wave at a fixed frequency $\omega$ of amplitude $\tilde{U}_0(\omega)$ will be given by:

$$U(\omega) = \tilde{U}_0(\omega) e^{i\omega t - ik r}.$$  

(3.83)

Equation (3.83) can be expanded in a Fourier Bessel series according to Eq. (3.1). This expansion can be written:

$$U(\omega, r, \varphi) = \tilde{U}_0(\omega) \sum_{m=-\infty}^{m=+\infty} a_m J(\kappa r) e^{im\varphi}.$$  

(3.84)

Equation (3.84) summarises how the MSM algorithm can be extended to include the time domain. The values of $\tilde{U}_0(\omega)$ can be found via a Fourier transform of the input pulse. By using the MSM approach to solve the scattering problem for each monochromatic wave of the form (3.84), the field distributions for each Fourier frequency can be found. Calculating the time domain evolution of the total field can then be simply done by computing the inverse Fourier transform of the field in the frequency domain.

One final point to note is that, due to the finite nature of the discrete Fourier transform used in the computer implementation of this algorithm, an important parameter to be considered is the number of sampling points, $F_N$, in the calculations, that is, the number of frequency components one has to consider. At the same time, the input pulse needs to be limited to a time interval $T$, which is typically given as $T = a T_0$, where $a$ is the padding factor.

### 3.5 Conclusions

In conclusion, this chapter has introduced a new numerical method, based on the MSM algorithm, for studying the linear and non-linear scattering effects in a metamaterial made of centrosymmetric nanowires (cylinders). In this approach, both the surface and
bulk contributions to the non-linear polarisation have been considered. This chapter has also presented how a series of physical quantities, such as the total cross section, the scattering cross section, the absorption cross section, and the differential scattering cross section, can be calculated and used to characterize the wave scattering process. The MSM formalism introduced here proves to be a robust and powerful method for analyzing the linear and non-linear wave scattering, while at the same time providing a high degree of versatility in choosing the scattering geometries that can be investigated. At the same time, we have described how the MSM formalism can be extended to allow for time-domain numerical simulations.

While this chapter has covered the mathematical formalism used in our analysis of non-linear effects in plasmonic systems, the next chapter will deal with its implementation as part of the OPTIMET, an \textit{ab-initio} solver, developed as part of the project.
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Chapter 4

OPTIMET: Implementation of the Multiple Scattering Matrix Solver

4.1 Introduction

OPTIMET (OPTIcal METamaterials) is a highly parallel custom implementation of the non-linear MSM algorithm, developed in C++ [1]. Currently, OPTIMET can support geometries of parallel cylinders of arbitrary distribution, size and material properties using Drude, Lorentz-Drude, or more general models for material properties, as well as magnetic materials. OPTIMET allows for continuous-wave regime simulations, using either plane waves or Fourier-Bessel waves, as well as temporal pulses using the fully integrated time domain solver. Output options include full spatial field profiles for both the linear and non-linear (second harmonic) fields, linear and non-linear scattering, absorption and extinction cross sections, and time-dependent field evolution. In this chapter, an overview will be given of both the logical and technical implementation of OPTIMET, as well as its various capabilities. Benchmarks of the parallel efficiency of the code will also be given.

4.2 Logical Implementation of OPTIMET

In this section, the logical structure of OPTIMET will be discussed. To this end, the workflow of the three types of simulations that OPTIMET can perform will be presented together with their respective input and output options. The different steps taken by the numerical solver will also be related to the mathematical formalism. Finally, the numerical parameters used by OPTIMET will also be presented and their influence on numerical stability discussed.

4.2.1 Input Options and Simulation Types

OPTIMET uses a simple and intuitive text-based input system consisting of an easy to edit ASCII file referred to in what follows as the case file and an automatically generated, input file which is fed directly to the solver. This two-step process ensures
<table>
<thead>
<tr>
<th>Name of variable</th>
<th>Role</th>
<th>C++ Type</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>geometry</code></td>
<td>geometry type</td>
<td>int</td>
</tr>
<tr>
<td><code>polarisation</code></td>
<td>TE or TM polarisation</td>
<td>int</td>
</tr>
<tr>
<td><code>simulation_params</code></td>
<td>simulation type and parameters (based on type)</td>
<td>int <em>int</em>double</td>
</tr>
<tr>
<td><code>wave_type</code></td>
<td>choose between plane wave or various non-zero components of a Fourier-Bessel expansion</td>
<td>*int</td>
</tr>
<tr>
<td><code>wave_params</code></td>
<td>parameters of the incoming wave including incidence angles and wavelength</td>
<td>*double</td>
</tr>
<tr>
<td><code>background_params</code></td>
<td>electromagnetic properties of the background including dielectric constant and magnetic constant</td>
<td>*double</td>
</tr>
<tr>
<td><code>fourier_order</code></td>
<td>number of Fourier-Bessel components to be included in the simulation</td>
<td>int</td>
</tr>
<tr>
<td><code>geometry_size</code></td>
<td>specify the number of scatterers on one or both axis (not required for some geometries)</td>
<td>*int</td>
</tr>
<tr>
<td><code>geometry_params</code></td>
<td>geometrical parameters of the scatterers (varies between different geometry types)</td>
<td>*double</td>
</tr>
<tr>
<td><code>material_params</code></td>
<td>Drude model parameters for metal cylinders or dielectric constants for dielectric cylinders</td>
<td><em>double</em>double</td>
</tr>
<tr>
<td><code>lorentz_params</code></td>
<td>parameters for intra-band contributions to the Drude model (can be set to zero for pure Drude models)</td>
<td>*double</td>
</tr>
<tr>
<td><code>sh_susceptibility</code></td>
<td>second order non-linear susceptibilities (only non-zero components required)</td>
<td>*double</td>
</tr>
</tbody>
</table>

Table 4.1: Input variables used by OPTIMET.

that most simulations of often used geometries can be easily implemented by providing only the basic geometrical and numerical parameters needed. The input file, which contains the full specifications of the geometry and simulation, can then be created by OPTIMET’s input functions using the case file. When more control is required, the input system allows for direct modification of the input file.

The case file contains several parameters that define both the simulation type and output as well as the geometry of the structure being investigated. Based on the type of simulation and geometry required, the case file contains a series of variables. Table 4.1 lists the main variables that can be set using an OPTIMET case file.

OPTIMET supports several predefined geometries including, a single cylinder, pairs of cylinders (dimers), 1D nanowire arrays, rectangle and triangle shaped distribu-
tions, regular polygonal distributions up to octagons, with or without a central cylindrical inclusion, elliptical hexagonal and octagonal distributions and random distributions of scatterers. A special type of “geometry” is the predefined input file type. When geometry type is set to predefined, the input system bypasses the geometrical parameters of the case file and reads the geometry directly from the input file. The input file contains an ordered list of all the scatterers in the geometry with their respective geometrical and material parameters. This allows for the manual customisation of the simulation when the predefined geometries are not sufficient.

OPTIMET has three distinct types of simulations, or runs, which can be employed. In the basic case, a single geometry is illuminated by a single monochromatic wave and the scattering problem needs to be solved only once. This type of simulations are commonly used to retrieve the field profiles of a specific geometry. Here, only the geometry and the wavelength of light are required as input variables, while simulation parameters can include the output quantities needed (such as fields, linear and non-linear cross sections or differential cross-sections).

In the second type of simulation, one or more variables in the simulation are “scanned”. More specifically, this implies that one or more parameters of the simulation are varied to find the response of the system, e.g. in several configurations and at several wavelengths. Consequently, the varied parameters usually include the wavelength of the incoming field, one of the geometrical parameters of the structure and/or the incoming angle of incidence. These simulations are extremely useful for finding scattering and absorption spectra as well as geometrical dispersion graphs, while not being as computationally intensive as, for example, finding the field profiles at each single step. In terms of input, this type of simulation requires that the varied parameters be specified with their initial value, final value and the number of steps over which they will be iterated. The current version of OPTIMET only supports a maximum of two variables to be scanned over at the same time. Support for a larger number of scanning parameters can be easily implemented externally using shell scripting.

The third and final type of simulation supported in OPTIMET is the time domain regime. As will be explained in the next section, computationally, this type of run is similar to a wavelength scan. From the point of view of the case file, a time domain run requires that the initial temporal pulse be specified in terms of FWHM and central frequency, as well as the number of Fourier components \( F_N \) that will be used to Fourier transform the pulse in the frequency domain. This number is important also because the time domain run always outputs the field profiles of each step and \( F_N \) will in the end determine the size of the final output files which, for a very fine spatial computational grid, can become large in terms of storage. At the same time, a large enough padding factor \( a \) must be chosen to ensure that the pulse has decayed to near
zero as $t$ approaches $T/2$ and $-T/2$, respectively. There is also an important interplay between the number of sampling points, the size of $T$ and the time and frequency steps. For the discrete Fourier transform, the time step is $\delta t = T/F_N$, while the frequency step is given by $\delta \omega = 2\pi F_N/T$. $\delta \omega$ must be small enough to ensure that resonances with very small spectral width are resolved, yet this implies a large $T$. To ensure that even for a large $T$, the actual pulse width $T_0$ is small enough to cover a broad frequency spectrum, the padding factor $a$ needs to be large enough. Finally, this implies that the number of sampling points $F_N$ must be sufficient to cover the $T_0$ interval but not so large as to require a vast amount of computational power. There is thus a delicate balance that must be maintained between this factors, which must take into account the application in question and the available resources.

Finally, the input system checks the automatically or manually generated input file for consistency. This includes making sure that all needed variables are defined and that the scatterers do not intersect each other, which is not allowed by the MSM formalism. This final check can be toggled off by a flag in the input file for testing purposes. If the input file passes this final check, it is sent by the input system to the numerical solver.

### 4.2.2 The Numerical Engine Solver

OPTIMET’s numerical solver is responsible for implements the MSM algorithm to solve the linear and non-linear scattering problems within the physical and geometrical parameters provided by the input system. As such, it closely follows the mathematical formalism presented in Chapter 3. Once the solutions are found, the solver passes them to the output system. Figure 4.1 summarises the implementation of OPTIMET, including the input system, the solver and the output system.

Because of the nature of the MSM method, the numerical algorithm lends itself to a very efficient, parallel implementation, as many of the major computational steps are independent of each other. The main steps in the simulation are as follows. First, the scattering matrices, $S_j$, of single cylinders are calculated and subsequently the scattering matrix at the FF, $S_\omega$, is determined using Eq. (3.33). The scattering coefficients at the FF are then found by solving the linear system given by Eq. (3.34). These coefficients are used to determine the fields at the FF, via Eq. (3.25) on the boundary of the cylinders, which are then used to compute by means of Eq. (2.65) and Eq. (2.67) the total nonlinear polarization at the SH. Note that in these calculations all the components of the nonlinear surface susceptibility tensor are used (not only the dominant one, $\hat{\chi}^{(2)}_{s,\perp\perp}$) whereas for the bulk nonlinear polarization the free electron model given by Eqs. (2.68) is used.

Furthermore, once one knows the total nonlinear polarization at the SH one can determine the source coefficients, $A_\Omega$, and the vector $G^{\text{self}}_\Omega$, and, implicitly, the vector...
Fig. 4.1: OPTIMET workflow. Numbers in parentheses refer to equations used to compute the corresponding quantity.
Then, the scattering coefficients at the SH are determined from Eq. (3.62). If the total, absorption and scattering cross sections are requested in the case file, these are calculated before the fields are, at both the FF and the SH. Specifically, at the FF, these cross sections are given by Eqs. (3.75), (3.77) and (3.65), respectively. At the SH, only the scattering cross section has an analytical formula in Eq. (3.70). In order to find the total and absorption cross section at the SH, the total Joule losses are integrated numerically over the total transverse area of the cylinders. All the final values are then sent to the output system for storage until final output.

As discussed in the previous section, OPTIMET supports three main types of simulations. The most basic type involves a single run which can retrieve either the cross sections, the differential cross section, the spatial field profile, or, more commonly, a combination of the three. In this case, only one single run of the solver is required before the final output. In the second case, a scan of several of the variables is needed. In this case, the results of a single run are passed to the output system for storage and the variables over which the scan occurs are iterated to their next values. The solver now finds the solutions to the new scattering problem going through the same process as before. Once all requested iterations are completed, the execution moves on to the final output. For a time domain run, a similar process occurs but the only iterated variable is the wavelength. Specifically, an incoming Gaussian pulse specified at the input is Fourier transformed from the timed domain to the frequency domain. Each frequency will now have an associated incoming field amplitude and will constitute a single scattering case with an incoming monochromatic beam. The solver iterates through all these single frequency simulations, passing the required data for each step to the output system where the fields will be calculated for each frequency and subsequently inverse Fourier transformed into the time domain.

There is a series of numerical parameters that need to be determined so as to obtain convergence of the numerical process. The most important of these parameters is the number $M$ of Bessel and Hankel functions used in the Fourier-Bessel expansions. Due to the technical limitations imposed by the 64 bit data storage, the order, $m$, of the Bessel functions is limited to 120, leading to a maximum of $M = 241$ expansion terms. Nevertheless, numerical tests have shown that, for example, for a one cylinder ($R = 500$ nm) geometry case, convergence can be achieved by employing $M \approx 41$ expansion terms. On the other hand, for the most complex of the scattering geometries studied here convergence is reached at $M \approx 91$. The second limitation has to do with the algorithm that computes the Bessel and Hankel functions. Because the parameter passed to these function is proportional to $kr$, where $k$ is the wave vector and $r$ a spatial dimension, instabilities can occur if this product is either to small (the case of small geometries and/or large wavelengths) or very large (large geometries
and/or small wavelengths). Fortunately, while these limitations do exist, they are not an impediment to study numerically nano- or micrometre-sized structures in the visible, near-infrared and infrared domains, which is the main purpose of OPTIMET. Other parameters required for the implementation of the MSM method are related to the numerical integrations needed to determine the nonlinear source coefficients, $A_{\Omega}$, and the absorption cross section. Thus, the numerical integration is performed by uniformly dividing the $[0, 2\pi]$ domain into 360 intervals and the $[0, R_j]$ domains into 20 intervals. Integration is performed using a fourth-order Simpson formula. Finally, the number of Fourier sampling points $F_N$ can be set at the input phase and is typically $F_N = 8192$.

4.2.3 The Output System

The final component of OPTIMET is the output system. This module retrieves the scattering problem solutions from the solver and writes the required data to external storage. The output system uses only ASCII files as this allows easy transfer between OPTIMET and several post-processing tools, such as MATLAB, Mathematica or Python. The type of output depends again on the type of simulation and the parameters set by the user at the input phase.

For a single geometry, single wavelength, run the output consists of writing the linear and non-linear cross sections (already calculated by the solver) as well as the differential cross-sections (if required) to a set of output files. In most cases, a single run also requires that a spatial field profile be produced. For this, the output system reads a separate “grid” file containing details about the computational grid on which the field is to be calculated. Currently, OPTIMET supports only 2D regular grids, however, independent grid limits and steps can be specified along each spatial direction. It is worth noting here that this grid is simply a visualisation tool. Once the grid is read, with the linear and non-linear scattering coefficients already calculated by the solver, finding a field profile outside the cylinders consists simply in using Eqs. (3.25) and (3.48) for the FF and SH fields, respectively. Inside the cylinders, the fields can be found using Eqs. (3.36) and (3.56). The final field profiles are then stored using a series of individual files. For increased versatility, these files separate the real and imaginary components of each of the three electromagnetic field components at both the FF and SH. This is done so that all the information contained the fields can be extracted in the post-processing phase, including phase information and polarisation. If needed, the actual scattering coefficients at both the FF and SH can also stored. This is useful for investigating cases in which the coefficients have no symmetry, such as, for example, the case of plasmonic cavity modes with angular momentum.

As expected, for the two other types of simulations, the output system does not differ significantly from the single run case. If a variable scan is requested, the output system is called at each iteration to output the needed data. This is to ensure that data
which is irrelevant to the solver (such as the solution found in the previous iterations) does not occupy memory. The output system can write these results either to separate files or, commonly done for cross-section spectra and dispersions, to a single file which is appended at each step with the new data. The time domain case is similar, but an extra step is needed in this type of simulation. The fields for each wavelength step are calculated on the grid and then stored in memory (usually distributed across a series of computational nodes when parallel processing is used) until all the $F_N$ steps have been completed. The output system then inverse Fourier transforms the fields, which are in the frequency domain, back to the time domain and writes the results in either a single master file or in a series of files for each step. At this point, the user can determine whether or not the frequency domain data is also required, in which case it will be written to external storage.

The final step in the OPTIMET work flow consists in post-processing the data calculated by the algorithm. This can be done in a series of numerical analysis packages and is left to the discretion of the user. For the purposes of this work, post-processing was done using the Mathworks MATLAB software package [2].

### 4.3 Software Implementation of OPTIMET

OPTIMET was developed using the C++ programming language and designed to allow for a modular build and portability across various computer architectures. OPTIMET makes use of a series of performance enhancing numerical libraries for its core numerical engine. As such, all vector and matrix algebra is done using the parallel implementations of BLAS and LAPACK packages, which are part of the Intel Math Kernel Library (MKL) [3]. MKL also provides the means for direct and inverse discrete Fourier transforms using the FFTW library. The choice of MKL was a result of the target architecture for which OPTIMET was planned as part of this project. Nevertheless, the solver module can be easily linked with the freely available, open source implementations of the three numerical packages. All the corresponding libraries are dynamically linked to the solver. To compute the Bessel and Hankel functions of complex arguments, the Amos Algorithm 644 is used [4]. A version of this algorithm is freely available in the netlib repository [5]. OPTIMET does not link to Algorithm 644 but instead contains a fully working, FORTRAN to C translation of the netlib files, which are compiled and statically linked into the solver.

OPTIMET was designed and built on the Legion High Performance Cluster of the University College of London. Legion consists of 5680 processing cores based on the Intel Xeon architecture. Each core has exclusive access to either 2 or 4 GB of memory and all cores can write to a 192 TB, RAID level 6 storage area which uses the Lustre Cluster File System. Parallelisation is achieved using the Q Logic MPI implementation.
as discussed in Sec. 4.2, the MSM algorithm lends itself to efficient parallel implementation, as many of the numerical processes involved are independent of each other. In the current version of OPTIMET, parallelism is used only for scan runs and time domain runs. Specifically, a subset of the solver iterations over the scan variables, or the wavelength in the case of time domain simulations, is assigned to a core and executed independently of the other cores. The size of the subset depends on the number of iterations required as well as the number of cores requested. The parallel portions of the OPTIMET workflow are shown in Fig. 4.1 using dashed arrows. The output system is parallelised for the initial output of the data from each core but executes the final data processing and output in the head node in a serial fashion.

Figure 4.2 shows the parallel performance of OPTIMET for a simple time domain simulation. As expected with parallel code, as the number of cores increases, the execution time decreases asymptotically to a certain fixed value due to the fact that the execution time on each core becomes much smaller than the variable initialisation and intra-core communication times. The exact number of cores for which this plateau is reached depends of course on the number of iterations required for the simulation. It is worth noting here that further parallelisation can be achieved in the solver for the one wavelength, one geometry case itself using either MPI or an OpenMP implementation. This parallelisation, however, does not provide a significant improvement to the
execution times.

Finally, the OPTIMET code was designed to be easily documented, with each function and variable being described in the context of the code and allowing for easy porting to an automated code documentation system such as Doxygen. Compilation of the code is done using a system of GNU makefiles, which include the possibility of test cases and convergence checks for predefined geometries. Debugging was done using both the GNU Debugger (gdb) and the Data Display Debugger (DDT) running in MPI mode. Debugging is also aided by OPTIMET’s runtime output system, which consists of writing the runtime status to stdout, and stderr in case of non-halt errors.

4.4 Conclusions

To conclude, in this chapter, a logical and technical description of the OPTIMET software package was provided. OPTIMET was specifically built to implement the MSM method described in Chapter 3. To the best of our knowledge, this is the only available implementation of the MSM algorithm that includes bulk and surface second harmonic generation from metals. OPTIMET was designed in a bottom-up approach so as to be modular, portable, easy to implement in parallel fashion and easy to use.

At the time of writing, OPTIMET has been successfully used to study several types of non-linear plasmonic geometries and their applications. Specifically, OPTIMET has been used to show enhanced linear and non-linear plasmonic interactions in regular and random structures made of metallic nanowires [1]. To this end, it was shown that these structures exhibit strong field enhancement, surface plasmon coupling, tight beam focusing, plasmon wave guiding and strong light localisation. The time domain capabilities of OPTIMET was used to show that non-linear plasmon cavities have high quality factors and can become crucial to the development of sub-wavelength lasers [6, 7]. Non-linear plasmonic cavities were also investigated using OPTIMET to show their potential use as sub-wavelength sensors [8]. Finally, OPTIMET was also employed to study plasmonic cavity modes which possess angular momentum. In the next few chapters, the use of OPTIMET to study these and other problems will be detailed, which will further outline its versatility and usefulness in numerical studies of non-linear metamaterials and devices.
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Chapter 5

Linear and Non-linear Scattering of Electromagnetic Waves from Two-dimensional Distributions of Metallic Cylinders

5.1 Introduction

In this chapter, the numerical method described in Chapter 3 will be used to investigate the linear and non-linear wave scattering from a set of homogeneous centrosymmetric (metallic) cylinders. Several cases of particular practical interest will be considered from the point of view of the linear and non-linear field distribution and near- and far- field response. The analysis will also focus on the effects of structural changes to the properties of the structures, so as to highlight the high degree of tuneability of the designs and the versatility of the MSM method [1].

The cases that will be discussed here include scattering by one (where a comparison with analytical results is possible) and two cylinder (dimer) structures, and 1D chains of cylinders which will be shown to support plasmon waveguiding. The case of wave scattering by 2D distributions of cylinders will also be considered. Here, it will be shown how beam focusing and high field enhancement can be achieved in triangle- and square-like structures. Finally, the problem of second harmonic generation in random distributions of nanowires will be presented.

5.2 Second Harmonic Generation from a Single Metallic Cylinder

To begin with, consider the linear and non-linear wave scattering by a single metallic cylinder whose dielectric function is given by the Drude model. This is an important
case because it has an analytical solution [2], which allows the validation of the numerical method. We have therefore considered the wave scattering by a cylinder with radius $R = 500$ nm and calculated the scattering cross section, at both the FF and at the SH. As mentioned in Chapter 2, owing to the symmetries of the $\chi^{(2)}_s$ tensor, only the TE polarisation leads to surface second harmonic generation and, therefore, only this polarisation will be considered here and in subsequent chapters. The results of these calculations, which are presented in Fig. 5.1, show that the scattering cross section at the FF has a global maximum at the wavelength $\lambda \sim 300$ nm, whereas the scattering cross section at the SH decreases with the wavelength. In addition, it can be seen that
the scattering cross sections at the FF and SH present a series of spectral peaks. Note that at the FF there is only one set of such spectral resonances; however, at the SH there are two spectral regions in which the scattering cross section presents a series of spectral peaks. As it will be explained in more detail later, the physical origin of these two sets of spectral peaks at the SH can be traced to different physical effects.

The properties of the maxima in Fig. 5.1 are revealed, in part, by the spatial distribution of the amplitude of the electric field, calculated at the wavelength of these spectral peaks. Thus, Fig. 5.1 shows that at $\lambda = 570 \text{ nm}$, which corresponds to one of the maxima of $Q_s(\Omega)$, the amplitude of the electric field around the cylinder, at the SH, presents a series of local maxima (see panel B in Fig. 5.1). This is the signature of the excitation of localized surface plasmon modes [3]. These are TE modes of the metallic cylinder, at their cut-off wavelength. To be more specific, since the wave vector of the incident wave is perpendicular to the axis of the cylinder, the propagation constant of the waveguide modes of the cylinder must be zero, i.e., it satisfies the cut-off condition. Note that for this wavelength no SPPs are excited at the FF.

There is also an obvious relation between the spatial distribution of the near field at the SH and the scattering pattern showed by the differential scattering cross section, $q_s(\phi; \Omega)$. Thus, the polar representation of $q_s(\phi; \Omega)$, shown in Fig. 5.1, reveals that the SH is radiated primarily along a series of specific directions, the number of these angular maxima being equal to the number of maxima of the spatial distribution of the near field. As a general characteristic of the scattering pattern at the SH, most of the radiation is emitted in the forward direction. At the FF most of the radiation is primarily emitted in the forward direction, too, although there are several other secondary directions in which a much smaller amount of radiation is emitted. It should be noted that these results obtained by numerical simulations fully agree with the analytical solution of the linear and non-linear scattering problem, which is presented in Ref. [2].

The same scattering process is also considered for a cylinder with $R = 200 \text{ nm}$. The main results obtained in this case are summarized in Fig. 5.2. It can be seen in this figure that by decreasing the radius of the cylinder the number of SPP modes of the cylinder decreases and their resonance wavelength is blue shifted. Figure 5.2 also provides additional physical insight into the nature of the two different types of SPP resonances excited at the SH. The origin of the first type of such SPP resonances, which are excited at lower wavelengths (at $\lambda = 257 \text{ nm}$ in Fig. 5.2), is the SPP-induced field enhancement at the FF. Thus, as can be seen in Fig. 5.2, at the wavelengths corresponding to these resonances the amplitude of the field at the FF is enhanced near the surface of the cylinder and, as a consequence, the induced non-linear effects are also stronger. On the other hand, the SPP resonances at longer wavelengths (at $\lambda = 480 \text{ nm}$ in Fig. 5.2), are due to the excitation of SPPs at the SH, with no such localized modes being excited.
Fig. 5.2: The top panels show the logarithmic spectra of the scattering cross sections. The spatial profile of the amplitude of the electric field, calculated at the wavelength $\lambda = 257$ nm (A and B) and $\lambda = 480$ nm (C and D), are plotted in the bottom panels. The radius of the cylinder is $R = 200$ nm. Left and right panels correspond to the FF and SH, respectively.

Inasmuch as, mathematically, the SPP resonances are given by the poles of the scattering matrix in the Eq. (3.37), the latter type of resonances should occur when the operating wavelength is about twice as large as the wavelength at which the former type of resonances occur. This conclusion fully agrees with the results presented in Fig. 5.2. This distinction between the two types of SPP resonances will appear in more complex scattering geometries as well. Importantly, a further increase in the strength of the non-linear interaction can be achieved by tuning the parameters of the cylinder, so as the two types of resonances are excited at the same wavelength. This effect has been recently observed in the case of wave scattering by dielectric cylinders [4].
5.3 Linear and Non-Linear Wave Scattering by a Metallic Dimer

In this section we analyse the wave scattering by a metallic nano-dimer, which has a series of important technological applications that rely on the enhancement of the electric field at the surface of metals. Specifically, by using metallic nanodimers one can generate large electric fields, especially in the space between the metallic cylinders forming the dimer. As a result, because non-linear optical effects at metal/dielectric interfaces, such as SHG and SERS, are strongly dependent on the physical properties of the interface, metallic nanodimers can be used efficiently in sensing applications or surface optical microscopy. Importantly, in the linear case there is an analytical solution to the problem of wave scattering by two cylinders [5]; however, in the non-linear case no analytic solution is known yet. Therefore, numerical simulations play an important role in understanding the non-linear wave scattering by these and other more complex nanostructures.
In our analysis, we have considered a dimer consisting of two cylinders with radius $R = 200 \, \text{nm}$, separated by a distance $d$. The results of the numerical study are summarized in Fig. 5.3 and Fig. 5.4, which correspond to the separation distance $d = 20 \, \text{nm}$ and $d = 100 \, \text{nm}$, respectively. The dispersion plots presented in these figures show that, similar to the case of a single cylinder, the scattering cross section of a metallic dimer presents a series of spectral peaks (SPP bands), at both the FF and the SH. These bands are located in the same spectral regions as in the case of a single cylinder, although the wavelength of the peaks is slightly blue shifted. This shift of the frequency of the SPP resonances is induced by the interaction between the SPPs excited on each cylinder, a physical effect that resembles the hybridization of atomic orbitals. As expected, this blue shift of the wavelength of the SPP resonances decreases as the separation distance $d$ increases. The strength of the coupling between the SPP modes of single cylinders is also illustrated by the field profiles presented in panels D in Fig. 5.3 and Fig. 5.4. Thus, these field profiles are almost independent on the angle of incidence $\phi_0$ (the angle made by the incident wave with the longitudinal axis of the dimer), which proves that this field is chiefly the result of near field interactions. This same strong SPP coupling explains the fact that the spectral location of the SPP bands in Fig. 5.3 and Fig. 5.4 does not depend on the angle $\phi_0$. On the other hand, the scattering cross sections

Fig. 5.4: The same as in Fig. 5.3, but for $d = 100 \, \text{nm}$. The field profiles correspond to $\lambda = 243 \, \text{nm}$ and $\phi_0 = 90^\circ$ (A and B) and $\lambda = 475 \, \text{nm}$ and $\phi_0 = 78^\circ$ (C and D).
at both the FF and SH increase with the angle $\phi_0$, which is due to a more efficient coupling between the incident wave and the dimer at larger $\phi_0$. Furthermore, similar to the case of a single cylinder, the SPP resonances at the SH can be divided into two types, those induced by the resonant excitation of SPP modes at the FF and those that are associated with the excitation of SPP modes solely at the SH. Additional physical insights into the properties of the wave scattering by a metallic dimer are revealed by the differential scattering cross sections presented in Fig. 5.5 and Fig. 5.6, the plots in these figures corresponding to a separation distance of $d = 20 \text{ nm}$ and $d = 100 \text{ nm}$, respectively. As expected, when the direction of the incoming wave vector coincides with one of the symmetry axes of the dimer, the spatial pattern of the far-field response is also symmetric with respect to this axis; however, at an oblique angle of incidence the scattering pattern is no longer symmetric. In addition, the angular dependence of the
Fig. 5.6: The same as in Fig. 5.5, but for \( d = 100 \) nm. The plots correspond to \( \lambda = 243 \) nm and \( \phi_0 = 90^\circ \) (upper panels); \( \lambda = 232 \) nm and \( \phi_0 = 0^\circ \) (middle panels); and \( \lambda = 328 \) nm and \( \phi_0 = 62^\circ \) (bottom panels). Left and right panels correspond to the FF and SH, respectively.

differential scattering cross-section shows that at the FF most of the scattered field is emitted in the forward direction. On the other hand, because of the intricate distribution of the sources of the SH (the surface and bulk non-linear polarisations), the scattering pattern of \( g_s(\varphi; \Omega) \) presents a much more complex dependence on the polar coordinate \( \varphi \). Moreover, since the distribution of the sources of the SH depends strongly on the separation distance between the cylinders, the scattering pattern at the SH also changes significantly with this distance [see Fig. 5.5 and Fig. 5.6].

The spectral characteristics of the scattering cross sections provide us with insightful information about the transfer of energy from the incident wave to the far-field. In turn, the spectra of the absorption cross sections reveal important properties of the fundamental and second harmonic near-fields. In order to illustrate this idea, we present in Fig. 5.7 the scattering and absorption cross sections for a metallic dimer, as well as the field profiles corresponding to certain resonance wavelengths. This figure re-
Fig. 5.7: The top panels show the logarithmic absorption (solid line) and scattering (dashed line) cross sections. The radius is $R = 200$ nm and the separation distance $d = 20$ nm. The spatial profile of the amplitude of the electric field for $\lambda = 350$ nm and $\phi_0 = 20^\circ$ (A and B) and $\lambda = 236$ nm and $\phi_0 = 20^\circ$ (C and D) is presented in the bottom panels. Left and right panels correspond to the FF and SH, respectively.

...reveals several notable dependencies between the spatial profile of the fundamental and second harmonic near-fields and the spectra of the scattering and absorption cross sections. Firstly, at both the FF and the SH the spectral resonances of the absorption and scattering cross sections do not always coincide, which proves that they have different physical origins. Moreover, the spectral peaks in the absorption cross section at the FF correspond to a significant increase of the near-field, at the wavelength of the largest peak the field being enhanced by more than an order of magnitude (compare panels A and C in Fig. 5.7). Furthermore, the spectral resonances seen in the SH spectrum have different origins, too. Thus, the excitation within a small spatial domain in-between the cylinders of a strong field, a so-called “hot spot”, is directly related to the resonance at $\lambda = 350$ nm. On the other hand, the resonance at $\lambda = 236$ nm is due to the excitation of a localized mode than penetrates into the cylinders up to a considerable depth. Interestingly enough, the panels C and D in Fig. 5.7 show that at $\lambda = 236$ nm the field at
Fig. 5.8: The top two panels show the logarithmic spectra of the scattering cross section corresponding to a chain of $N = 12$ metallic cylinders. The radius is $R = 200$ nm, the angle of incidence is $\phi_0 = 0^\circ$, and the separation distance is $d = 20$ nm. The spatial profile of the amplitude of the electric field, calculated at $\lambda = 313$ nm (A and B) and $\lambda = 229$ nm (C and D), is presented in the bottom panels. The panels A and C correspond to the FF, whereas the panels B and D correspond to the SH.

The FF penetrates into the cylinders only a very small distance while at the SH the penetration depth is considerably larger. This effect is explained by the fact that at the SH the wavelength is smaller than the plasma wavelength ($\lambda_p = 139.6$ nm), and therefore at this wavelength the cylinders have dielectric properties, namely, the real part of the permittivity is positive. At the FF, however, $\lambda > \lambda_p$, which means that the permittivity has the optical properties of a metal. Finally, note that whereas at the FF the scattering cross section is more than two orders of magnitude larger than the absorption cross section, at the SH the absorption cross section is larger than the scattering cross section in almost the entire spectral domain considered in our calculations.
5.4 Wave Scattering from 1D Chains of Metallic Cylinders

The MSM numerical method has also been employed to study the SHG in more complex scattering geometries, namely, chains of coupled metallic cylinders. Such nanostuctures can find important technological applications to subwavelength active optical waveguides, optical nanoantennae, or light focussing at subwavelength scale.

The geometry considered in our study consists of \( N = 12 \) metallic cylinders arranged in a linear chain, the radius of the cylinders and the separation distance being \( R = 200 \text{ nm} \) and \( d = 20 \text{ nm} \), respectively. The main results pertaining to this scattering geometry are summarized in Fig. 5.8 and Fig. 5.9, the angle of incidence corresponding to these figures being \( \phi_0 = 0^\circ \) and \( \phi_0 = 90^\circ \), respectively (\( \phi_0 \) is the angle between the direction of the incident wave and the axis of the chain of cylinders). One of the main conclusions illustrated by these figures is that, for both angles of incidence, the complexity of the scattering spectra increases with the number of scatters. This fact suggests that as the number of scatterers increases, the long-range interactions among the scatterers becomes stronger and therefore they play an increasingly important role in determining the global optical response of the structure. This coherent response of the scatterers is illustrated by the top two panels in Fig. 5.8, which show that although the spectrum of the scattering cross section at the FF has a large peak at \( \lambda = 313 \text{ nm} \), no spectral resonance exists at the SH. To be more specific, it can be seen that at this wavelength most of the SH field (and consequently the non-linear polarisation) is localized...
in the region in-between adjacent cylinders (see panels A and B in Fig. 5.8), leading to a destructive interference in the far-field of the radiated light. As will be shown in the next section, this coherent optical response of the scatterers is even more evident in the case of 2D ordered distributions of cylinders.

Figures 5.8 and 5.9 demonstrate that the wave scattering by the chain of cylinders is strongly dependent both on the wavelength as well as the angle of incidence. In particular, Fig. 5.8 shows that, depending on the excitation frequency, the chain of metallic cylinders supports either modes that propagate only at the FF (panels A and B) or propagating modes at both the FF and SH (panels C and D). Importantly, the latter ones can find important applications to subwavelength active nanodevices [6], which can be used to generate and transport optical power at subwavelength scale. Another notable effect illustrated in the panel A in Fig. 5.8 is the formation at the end of the chain of cylinders of an optical beam with width of about $\lambda/3$, a so-called optical nanojet, an effect that can be employed to achieve subwavelength light focusing. On the other hand, one can see in Fig. 5.9 that, as expected, an incoming wave that is normally incident onto the axis of the chain ($\phi_0 = 90^\circ$) leads to the excitation of of standing waves in the chain of cylinders. Indeed, since in this case the projection of the wave vector of the incoming wave onto the longitudinal axis of the chain of cylinders cancels, no propagating modes can be excited.

5.5 Wave Scattering by Ordered 2D Distributions of Metallic Cylinders

As stated before, the versatility of the MSM algorithm allows one to study the linear and non-linear wave scattering in cases in which the scatterers are characterized by a complex spatial distribution. As examples of such complex geometries, in this section we consider 2D hexagonal and square distributions of metallic cylinders. The main results regarding these scattering structures are summarized in Fig. 5.10 and Fig. 5.11 and correspond to hexagonal and square distributions, respectively. Similar to the case of 1D chains of metallic cylinders, both these geometries show a significant increase in the number of resonances in the spectrum of the scattering cross section, at both the FF and the SH. As discussed in the previous section, this effect is the result of the coherent response of the ensemble of cylinders. In addition, in the case of 2D distributions SPPs excited on more than two cylinders can couple, leading to a more intricate interaction among these SPP modes. Moreover, note that as the wavelength decreases the scattering cross section at the SH increases. This dependence is a direct consequence of the fact that at shorter wavelengths the incident field penetrates deeper into the distribution of scatterers and therefore it induces a larger non-linear polarisation.

As can be seen in Fig. 5.10 and Fig. 5.11, the spatial field distribution inside the
Fig. 5.10: The top two panels show the logarithmic spectra of the scattering cross section corresponding to a hexagonal distribution of $N = 15$ metallic cylinders. The radius is $R = 200$ nm, the angle of incidence is $\phi_0 = 90^\circ$, and the separation distance is $d = 100$ nm. The spatial profile of the amplitude of the electric field, calculated at $\lambda = 471$ nm, is presented in the bottom panels. Left and right panels correspond to the FF and SH, respectively.

Fig. 5.11: The same as in Fig. 5.10, but for a square distribution of $N = 25$ metallic cylinders. In the bottom panels the wavelength is $\lambda = 454$ nm and the angle of incidence is $\phi_0 = 0^\circ$. 
ensemble of cylinders changes significantly with the layout of the scatterers, a property that can be used to tune the linear and non-linear optical response of metamaterials based on such primary building blocks. Alternative potential technological applications are suggested by the field profiles in Fig. 5.10. Thus, as can be seen in this figure, the hexagonal distribution of cylinders concentrates the incident field towards the tip of the set of scatterers, especially at the SH. Therefore, such a scattering geometry can be used to efficiently focus and couple the optical near-field in guiding nanostructures, such as the chain of nanowires studied in the preceding section. Interestingly enough, Fig. 5.11 shows that in the case of the square distribution of cylinders the field generated at the SH is stronger at the back side of the ensemble of scatterers. This surprising result can be explained by the fact that at the front side of the ensemble of cylinders the phase of the electric field is rather uniform along a plane that is parallel to the first row of cylinders, whereas deeper into the distribution of cylinders the spatial profile of the phase of the electric field becomes strongly inhomogeneous. As a result, the non-linear polarisation induced on the surface of adjacent cylinders at the front side of the ensemble of cylinders would cancel and therefore the amplitude of the generated field at the SH is small. As the field at the FF penetrates further into the distribution of cylinders it becomes strongly inhomogeneous and therefore a considerably larger amount of surface non-linear polarisation is generated. This phenomenon can be compared to that of phase matching in bulk non-linear crystals. This is an important observation, as the presence, in metamaterials, of physical effects commonly attributed to bulk materials, is one of the prerequisites of artificial media with effective non-linear optical properties.

5.6 Second Harmonic Generation in 2D Random Distributions of Metallic Cylinders

The last geometry investigated is that of a 2D random distribution of metallic cylinders. In this case, both the location of the cylinders as well as their radius are random variables, the only imposed constraint being that the cylinders do not overlap. The results corresponding to one such random ensemble of cylinders are presented in Fig. 5.12. It can be seen in this figure that, as in the case of ordered distributions of cylinders, the scattering cross section at the SH increases as the wavelength decreases. Again, this effect is explained by a stronger non-linear interaction at shorter wavelengths. In addition, the scattering spectra show fewer spectral features as compared to those corresponding to ordered distributions of cylinders, which is a direct consequence of the inhomogenous spectral broadening of the scattering resonances corresponding to single cylinders. It can, in fact, be argued that most of the spectral peaks seen in Fig. 5.12 are due to resonances associated to individual cylinders (or cylinders of similar size), the
coherent contribution to the scattering spectra being smaller in this case as compared to the case of ordered distributions. Nonetheless, the interaction among the cylinders is evident in this case, too, leading to a field enhancement in the spaces between the cylinders (cavity effect) at both the FF and SH. Even if such structures do not show the intricate scattering patterns seen in our previous examples, they can nonetheless prove important for applications such as light localisation.

5.7 Conclusions

To conclude, in this chapter, the MSM numerical method has been used to study the properties of the electromagnetic field generated by the wave scattering by distributions of metallic cylinders, at both the FF and SH. One of the main conclusions of our analysis is that the linear and non-linear optical response of different ensembles of metallic cylinders considered in the work is strongly influenced by the excitation of SPP resonances. The physical origin of these SPP modes has also been elucidated and discussed.

The relation between the geometry and spatial distribution of the scatterers, on one hand, and, on the other hand, the overall response of the ensemble of metallic cylinders has also been analyzed. We have demonstrated that small variations in either the shape of the primary scatterers or the intrinsic structure (spatial distribution) of the ensemble
of scatterers can lead to significant changes in both the far-field optical response as well as in the spatial profile of the near-field, at both the FF and SH. It has been revealed that this dependency of the optical response of the ensemble of scatterers on its material and geometrical parameters is especially enhanced when SPPs are excited. A complete characterization of this relationship would represent an important step forward towards developing a comprehensive theoretical description of the effective non-linear optical properties of metamaterials. Several potential technological applications of the scattering geometries considered in this chapter have also been discussed. Importantly, it should be noted that the results reported in this chapter apply not only to metallic cylinders but also to other deeply scaled down nanostructures whose optical properties are similar to those of metals, such as metallic carbon nanotubes [7, 8].


Chapter 6

Computational Analysis of Linear and Non-linear Optical Modes of Plasmonic Cavities

6.1 Introduction

Amongst the applications of localised SPPs discussed in the previous chapters, several were related to the strong field enhancement that is generated when SPPs are resonantly excited. For example, previous work has shown that plasmonic nanostructures can be used to significantly enhance the optical absorption (efficiency) of solar cells, detectors, and other photovoltaic devices [1–5], as well as subwavelength, all-optical control of the optical power flow in active nanodevices [6, 7]. Moreover, because of the evanescent character of localized SPPs, they are ideal tools for achieving subwavelength confinement of the optical field, and as such, SPPs can be instrumental in designing ultra-compact devices, such as nanolasers or laser arrays [8–11] and optical microcavities [12–15]. In this connection, a central issue is to design plasmonic structures which support localized SPPs with low optical losses (modes with large \( Q \) factor). A promising approach to address this challenge, described in this chapter, is to reduce the radiative losses by employing cavity-shaped plasmonic structures rather than plasmonic nanoparticles.

In this chapter the characteristics of linear and non-linear localised SPPs excited upon the interaction of optical pulses with plasmonic structures made of two-dimensional (2D) distributions of metallic nanowires will be presented. As before, this investigation is based on the multiple scattering matrix algorithm for calculating the field dynamics and the spectral characteristics of the optical field, at both the FF and the SH. In particular, the dependence of the main parameter characterizing the localized SPP modes, namely, the \( Q \) factor, on the structure and shape of the plasmonic cavity is investigated. Unlike the previous chapter, in which we described the spectral opti-
In this chapter we analyze via time-domain techniques the optical properties of plasmonic cavities. This study reveals the existence at the SH of two markedly different types of plasmon resonances, namely, geometry independent multipole plasmon modes, which correspond to the excitation of weakly interacting modes of single cylinders, and geometry dependent plasmonic cavity modes. In addition, we will show that the main parameter characterizing the cavity modes, namely, the $Q$ factor, strongly depends on the structure and shape of the cavity. The results suggest that by carefully designing the system geometry, specifically, the separation distance between the scatterers, the radiative losses can be greatly reduced, thus being possible to design plasmonic cavities with extremely large $Q$ factor [16, 17].

### 6.2 Optical Modes of Plasmonic Cavities

In this section we describe how the MSM method can be applied to investigate the physical characteristics of linear and non-linear localized SPP modes excited by sub-picosecond pulses upon their interaction with plasmonic nanocavities. In particular, we explore the relation between the geometry and material parameters of the plasmonic cavities and the main optical properties of the localized SPP modes. The presentation of the main results will focus on the optical properties of the localized modes excited at the SH, as the main conclusions derived in this case also apply to the modes observed at the FF. In addition, since there is no incoming pulse at the SH, some physical quantities characterizing the localized SPP modes, such as their $Q$ factor, can be much easier calculated if the optical field at the SH is analyzed. This approach can also be relevant for a series of potential technological applications, such as sensing or optical detection, as the optical signal generated at the SH is spectrally well separated from the incoming and scattered fields at the FF.

To begin with, in Fig. 6.1 we illustrate the generic characteristics of the linear and non-linear interaction between an incoming optical pulse and a plasmonic cavity. One convenient approach for identifying the modes of the cavity relies on the spectra of the absorption cross-section at the FF, $\sigma_a(\omega)$, and the corresponding absorption spectra at the SH, $\Sigma_a(2\omega)$. To be more specific, it is expected that at the resonance frequency of the localized SPP modes the spectra of the optical absorption presents resonances, as at these specific frequencies the interaction of the optical near-field with the metallic nanowires is enhanced.

The top panels in Fig. 6.1, which corresponds to a plasmonic cavity made of 6 Ag nanowires, whose electromagnetic properties are described by the Drude model, show that the spectra of the absorption cross sections at the FF and SH contain a series of spectral peaks. In addition, the spectral location of these peaks changes with the separation distance between adjacent nanowires, $d$, a variation of $d$ of less than 100 nm.
Fig. 6.1: Top panels show logarithmic plots of the absorption cross sections, calculated for a plasmonic cavity containing 6 nanowires. The legend indicates the separation distance, in nanometres. Bottom panels show snapshots of the temporal evolution of the intensity of the electric field at the FF (top) and the SH (bottom). The plasmonic cavity consists of Ag cylinders with $R = 200 \text{ nm}$ and $d = 60 \text{ nm}$. The wavelength at the FF is $\lambda_{FF} = 858 \text{ nm}$ and the angle of incidence is $\phi_0 = 90^\circ$. Leading to a spectral shift of the resonances at the FF of almost 300 nm. Additional information pertaining to the optical properties of plasmonic cavity modes is revealed by the temporal dynamics of the optical near-field. Thus, the bottom panels in Fig. 6.1 reveal that the field at the SH remains trapped in the cavity long after the initial pulsed excitation at the FF has passed through the cavity. Since the non-linear response of the metal is assumed to be instantaneous, it can be inferred that a non-linear cavity mode with a significant lifetime and, implicitly, large $Q$ factor, is formed in the cavity. In addition, the plasmonic character of this mode is evident from the spatial distribution of the near-field, namely, the field has large values at the metal surfaces and decays steeply towards the center of the plasmonic cavity. In what follows, a more detailed
analysis of these plasmonic cavity modes, as well as modes of a different physical nature, namely, multipole plasmon modes will be given.

6.2.1 Localized Plasmon Modes in Coupled Cylindrical Nanowires

To begin with, consider a series of different cavity geometries, namely, cylinder distributions containing 2, 3, and 4 cylinders. Figure 6.2 summarizes the main results pertaining to these three geometries. As in the previous case, the spectra of the absorption cross section at the SH show a series of sharp peaks, which suggests the existence of SPP modes. Importantly, the resonance frequency of these modes does not depend on the number of cylinders in the distribution of scatterers, which means that these modes are formed primarily due to the excitation of optical modes in each of the metallic nanowires. This conclusion is supported by the field distributions presented in the bottom panels of Fig. 6.2. Thus, these plots clearly show that the modes at $\lambda_{SH} = 578 \text{ nm}$ correspond to dipole (cut-off) modes of the nanowires. Similar field distributions, shown in Fig. 6.3, demonstrate that the resonances at smaller wavelength ($\lambda_{SH} = 336 \text{ nm}$) correspond to quadrupole modes of the nanowires. Figure 6.3 also shows that, as expected, multipole resonances are not only excited in plasmonic structures containing a small number of scatterers but that in fact their existence is a generic phenomenon. However, when the number of scatterers increases the amplitude of the optical modes excited in each nanowire varies with its location in the 2D nanowire assembly, especially when the wavelength becomes comparable to the size of the plasmonic structure. It should be noted that similar resonant modes are excited at the FF,
too, but they do not appear in the absorption spectra since they are “buried” in the background generated due to the absorption of the input pulse. These modes, however, can be identified as resonance peaks in the spectra of the scattering cross section [18]. Moreover, note that the SH field in the region in-between adjacent cylinders is small, which means that for this separation distance the “hybridization” effects due to the interaction between the optical modes excited in adjacent cylinders are weak.

To characterize the influence of the system geometry on the resonance frequencies of the multipole plasmon modes the absorption spectra for different values of the angle of incidence $\phi_0$ and separation distance $d$ have been determined. The dispersion plots corresponding to the absorption spectra at the SH are presented in the Fig. 6.4. These absorption spectra clearly indicate that the resonance frequencies of the multipole plasmon modes are almost independent of the system parameters, supporting therefore the conclusion that they correspond to optical modes excited in each of the metallic nanowires. More specifically, the resonance frequencies of these modes remain unchanged even if the distance between the adjacent metallic nanowires is decreased to a value as small as 1 nm. On the other hand, a significant increase of the optical absorption occurs when the separation distance becomes smaller than a few nanometers, an effect explained by the field enhancement observed in the region separating adjacent nanowires. Figure 6.4 also shows that the spectral width of the resonances varies with the angle of incidence $\phi_0$. This dependence suggests that, as expected, the strength of the interaction between the input wave and the plasmonic structure and, consequently, the magnitude of the field generated at the SH, changes with the angle of incidence.
In addition, it can be seen from Fig. 6.4 that as the separation distance between the nanowires increases the width of the spectral resonances decreases, and effect that is explained by the fact that the strength of the coupling between the modes excited in adjacent nanowires decreases with the separation distance.

### 6.2.2 Plasmonic Cavity Modes

While the analysis of localized multipole plasmon modes can provide a valuable insight into the contribution of each individual scatterer to the overall optical response of the plasmonic structure, it does not reveal the complete picture of the interaction between optical pulses and plasmonic cavities. To be more specific, our analysis reveals that plasmonic structures containing a larger number of metallic nanowires support additional plasmonic modes, which have a different physical origin as compared to that of the multipole plasmon modes. In order to illustrate this conclusion, Fig. 6.5 presents the absorption spectra, at both the FF and the SH, of cavity-shaped plasmonic structures containing 4, 6, and 8 metallic nanowires. As in the previous cases these spectra present a series of spectral peaks, which correspond to resonances of the plasmonic system. By inspecting the field profiles corresponding to these spectral peaks we found that besides the multipole plasmon modes similar to those supported by plasmonic structures with a smaller number of metallic nanowires there are additional, markedly different type of modes, which are called plasmonic cavity modes. These localized plasmon modes are formed due to the coherent response of the whole cavity. For example, as expected, in the case of the four-cylinder cavity the absorption spectrum at the SH presents two...
resonance peaks at $\lambda_{SH} = 578$ nm and $\lambda_{SH} = 336$ nm, spectral peaks that correspond to the dipole and quadrupole plasmon modes, respectively. The absorption spectra at the SH have, however, additional resonance peaks at $\lambda_{SH} = 321$ nm, $\lambda_{SH} = 429$ nm, and $\lambda_{SH} = 333$ nm. Since the resonance wavelength changes significantly with the number of nanowires forming the plasmonic cavity, it can be concluded that these optical modes are determined by the coherent response of the whole structure. The field profiles presented in Fig. 6.5 further support this conclusion, by showing that at the corresponding resonance wavelengths the optical field is not confined only to the region surrounding each nanowire but spreads inside the plasmonic cavity.

It is important to point out that the plasmonic cavity modes investigated here are similar to whispering-gallery modes recently observed in plasmonic structures with a different geometry [8], the main difference being that in this case, the angular momentum of the plasmonic cavity modes is equal to zero. Indeed, the angular momentum of the incident beam is zero and therefore the angular momentum of the excited modes must be zero, too. One additional important feature of the plasmonic cavity modes presented in Fig. 6.5 is that they do not appear as resonances in the scattering cross section spectra. Therefore, they are dark-plasmon modes that do not couple with the radiation continuum [19], and as a result the corresponding radiative losses are suppressed. Nevertheless, in the case presented here, these modes are excited via the non-linear polarisation generated at the SH, which acts as localized dipole sources. These results suggest that the non-linear polarisation at the SH can be used to excite subradiant (low
loss) propagating modes formed in chains of metallic nanoparticles, via the near-field resonant coupling of single-particle dark-plasmon modes. As will be shown in the next section, the suppression of the radiative losses also leads to a considerable increase of the lifetime of the plasmonic cavity modes and, consequently, makes it possible to design plasmonic cavities with very large $Q$ factor.

As can be seen in Fig. 6.2, for a separation distance of $d = 20$ nm the four-cylinder cavity does not have a plasmonic cavity mode but such a mode exists for $d = 60$ nm. This observation provides further evidence that the characteristics of the plasmonic cavity modes are strongly influenced by the geometry of the cavity. In order to explore this dependence in more detail, we focus in what follows on the optical properties of the plasmonic cavity modes formed by placing metallic nanowires at the corners of a hexagon. In making this choice we were primarily guided by the fact that the cavity modes of this structure are very well defined and, as will be shown in the next section, they have a very large $Q$ factor.

Because the dispersion spectra of the absorption cross section represent a powerful tool for investigating the properties of localized SPP modes, these spectra have been calculated for the hexagonal plasmonic cavity. The results, plotted in Fig. 6.6, provide further insight into the specific properties of plasmonic cavity modes. As expected, because these modes do not depend on the optical coupling between the incoming wave and the plasmonic cavity, they are independent on the angle of incidence $\phi_0$. On the other hand, the separation distance between adjacent cylinders does have a notable effect on the spectral location of the resonance wavelength of the plasmonic cavity.
modes. Thus, the resonance wavelength of the cavity mode increases almost linearly with the separation distance, a wavelength shift of almost 150 nm being observed when the separation distance changes by about 100 nm. In addition, it can be seen that, as in the case of multipole plasmon modes, the spectral width of the resonance decreases as $d$ increases; however, as will be demonstrated later, in the case of plasmonic cavity modes this behavior is determined by the interplay between the radiative and absorption losses. As the next section will show, other parameters characterizing the plasmonic cavity modes, such as the $Q$ factor, have a more intricate dependence on the geometry of the cavity. A general feature, however, of these modes is that their optical properties can be easily tailored by modifying the shape of the cavity. Moreover, similar to the case of plasmonic cavities containing a smaller number of metallic nanowires, high optical absorption is observed for a separation distance approaching 1 nm. Again, this effect is attributable to the strong electromagnetic field generated at the surface of the nanowires for small inter-cylinder separation distance.

The strong dependence of the resonance frequency of the plasmonic cavity modes on the separation distance between cylinders or other geometrical and material parameters can have important applications to sensing or photovoltaic devices. To be more specific, the plasmonic cavity can be viewed as playing the role of an optical antenna that collects and concentrates into a reduced volume the signal carried by the input pulse, making it possible to increase the signal-to-noise ratio and/or the speed of a detector. These plasmonic cavities can also be employed in the design of lasers with subwavelength size, as has in fact been recently demonstrated [10, 11]. In particular, the $Q$ factor of plasmonic cavities employed in laser applications plays a crucial role in determining the performance of such nanolasers. Consequently, in what follows the dependence of the $Q$ factor of plasmonic cavity modes on the parameters defining the plasmonic structure will be examined in more detail.

### 6.2.3 Time Domain Analysis of Plasmonic Cavities

The main physical quantity that describes the temporal response of an optical mode is the $Q$ factor or, equivalently, its lifetime. In order to calculate this important parameter that characterizes a plasmonic cavity mode, the following procedure was employed. First, the cavity is illuminated with an optical pulse of sub-picosecond duration and subsequently the optical field, at both the FF and SH, at an arbitrary location inside the cavity is recorded. If the carrier frequency of the input optical pulse is close to a resonance frequency of a plasmonic cavity mode the asymptotic temporal evolution of the optical field can be represented by an exponential dependence,

$$E(t) = E_0 e^{-\frac{\omega t}{\Delta}},$$  

(6.1)
where $\omega_r$ is the resonance frequency of the plasmonic cavity mode. It should be noted that the relation (6.1) is independent of the location of the point in the cavity where the field is measured, the value of the carrier frequency of the input optical pulse (as long as it is close to $\omega_r$), and the duration of the incident optical pulse, a conclusion that is fully verified by the numerical simulations. Therefore, the $Q$ factor of the optical mode can be easily determined by calculating the slope of the line representing the linear fit of the semi-logarithmic temporal dependence of the computed field inside the cavity.

We have used this procedure and calculated the $Q$ factor of the plasmonic cavity mode of the the hexagonal plasmonic cavity and the main results are summarized in Fig. 6.7. As expected, when the carrier frequency of the input optical pulse is close to the resonance frequency of the cavity mode the temporal evolution of the normalized field inside the cavity follows the exponential decay described by Eq. (6.1). From this asymptotic dependence the value of the $Q$ factor of the cavity mode and the corresponding lifetime, $\tau = Q/\omega_r$ have been derived.

The calculations show that the lifetime of the plasmonic cavity mode increases from $\tau = 380.23$ fs at $d = 20$ nm to $\tau = 582.2$ fs at $d = 100$ nm. If the separation distance is further increased, the lifetime begins to decrease. Moreover, the $Q$ factor of the optical mode follows the same dependence on the separation distance, its maximum value, $Q_{\text{max}} = 2294$, being reached for $d = 113$ nm. Note that this extremely large value is more than twice as large as the $Q$ factor of recently observed plasmonic whispering-gallery modes [8] (although it should be mentioned that these modes were observed in three-dimensional plasmonic cavities) and more than an order of magnitude larger than the $Q$ factor of metallic nano-particles. This dependence of the $Q$ factor on the separation distance between the metallic nanowires is somewhat surprising be-
cause one would expect that the radiative losses increase with the separation distance and therefore the $Q$ factor should monotonously decrease as $d$ increases. In order to explain this apparent contradiction, it is useful to decompose the $Q$ factor as:

$$\frac{1}{Q} = \frac{1}{Q_{\text{abs}}} + \frac{1}{Q_{\text{rad}}},$$

(6.2)

where $Q_{\text{abs}}$ is determined by the absorption in the metallic nanowires and $Q_{\text{rad}}$ is due to radiative losses. The $Q_{\text{abs}}$ factor can be calculated from the absorption spectra by fitting with a Lorentzian the region of the spectrum corresponding to the resonance peak. Thus, $Q_{\text{abs}} = \omega_r / \Delta \omega$, where $\Delta \omega$ is the spectral width of the Lorentzian. By using this procedure we found that for small values of the separation distance, $Q_{\text{abs}} \approx Q$, which means that the losses of the plasmonic cavity mode are primarily due to the absorption loss in the metal. This result also supports the conclusion that the plasmonic cavity mode is a dark-plasmon mode, whose radiative losses are suppressed. As $d$ increases, the field confinement decreases, and therefore the absorption losses decrease. Consequently, the $Q$ factor of the optical mode increases. If the separation distance is further increased, the optical field begins to leak more easily out of the cavity, the cavity effects become weaker, and consequently the radiative losses start to dominate. As a result, the $Q$ factor of the mode begins to decrease. This scenario predicts that there is a separation distance for which the $Q$ factor reaches a maximum value, a prediction which is fully verified by the results presented in Fig. 6.7b. This analysis also suggests that by minimizing the optical losses associated with plasmonic cavity modes it is possible to optimize considerably the efficiency of these plasmonic cavities, a property that can have important implications to the development of efficient subwavelength nanolasers.

### 6.3 Conclusions

In conclusion, in this chapter, the main optical properties of linear and non-linear localized SPP modes excited upon the interaction between ultra-short optical pulses and nanocavities made of metallic nanowires were presented. The numerical analysis, based on the MSM formalism, has revealed that plasmonic cavities support two distinct types of localized SPP modes, namely, multipole plasmon modes that are the result of the hybridization of coupled plasmon modes supported by each metallic nanowire of the plasmonic cavity, and plasmonic cavity modes, which can be viewed as the coherent optical response of the entire assembly of metallic nanowires. We have also demonstrated that this dichotomy in the physical origin of these optical modes is responsible for their markedly different optical properties. For example, whereas the properties of the multipole plasmon modes depend almost exclusively on the size of the individual nanowires, the geometrical and material parameters of the plasmonic cavity strongly influence the characteristics of the plasmonic cavity modes. In particular, this feature
has been shown to be effective in designing plasmonic cavities with extremely large $Q$ factors.

Large $Q$ factors are important in applications which require the trapping of the electromagnetic field in a small volume such as, for example, in laser cavities. This is easily achieved in our cavities due to the formation of dark-plasmon modes which do not radiate into the far field and thus lead to field enhancement inside the cavity. This effect also has potential applications in various imaging and detection techniques, as the plasmonic cavities can be used as probing devices. Moreover, the properties of these cavity modes are influenced by the background environment, due to their plasmonic nature. It thus becomes clear that this design can also be employed as a small scale sensor. In this connection, in Chapter 8, the discussion on non-linear dark-plasmon cavity modes will be extended to include their application to sub-wavelength bio-chemical sensors.
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7.1 Introduction

Unlike the electromagnetic modes investigated in Chapter 6, there is a different type of optical modes supported by plasmonic cavities known as whispering gallery modes (WGMs). Whispering gallery modes are closed circular beams which carry angular momentum. Specifically, these cavity modes possess a non-zero component of the electromagnetic angular momentum vector and, as a result, can propagate along curved surfaces. Whispering gallery modes were first observed in the propagation of sound over a curved gallery surface (where the term “whispering gallery” stems from). It soon became clear that the same physical effect can also occur in electromagnetic waves and, today, several resonator designs exhibiting WGMs have been proposed [1]. These designs include dielectric resonators [2, 3], plasmonic devices [4, 5] and non-linear structures [6], among others. Several methods for coupling WGMs in optical structures have been investigated including free-beam coupling (which is not efficient in the case of low device volumes), coupling using prisms and waveguides or directional coupling via asymmetries and defects in the cavity design [1]. Also, as will be shown in this chapter, WGM coupling can be achieved in plasmonic cavities by using multipole Bessel excitations which carry angular momentum.

Whispering gallery modes have several important properties such as complex scattering and absorption spectra, tuneable electromagnetic response, low mode volume and very high $Q$ factors (e.g. up to $Q = 10^{10}$ in some crystalline resonators) [1, 7]. Consequently, WGMs can be employed to the design of efficient lasing cavities [8–10], optical filters [11], spectroscopic and mechanical sensors [12] or slow-light devices [13]. Whispering gallery modes can also be used to transfer angular momentum to nanoscale objects, which has tremendous potential applications in optical manipulation at sub-wavelength scales [14]. Furthermore, in connection to the idea of effective proper-
ties in metamaterials, the mode orders of WGMs can be thought as the optical equivalent of the classical atomic orbitals [15]. Thus, WGM supporting structures could be used to develop photonic meta-atoms and meta-molecules [16]. Finally, because of the high $Q$ factors and high field enhancement observed in WGM cavities, such devices are ideal candidates for non-linear optics as they can support strong non-linear effects at low input power.

To better understand the properties of WGMs, let us consider the relation between the energy of the electromagnetic field and its angular momentum. It is well known that for a given electromagnetic field distribution, the electromagnetic field momentum density $p$ can be written as:

$$p = \frac{1}{c^2} \mathbf{E} \times \mathbf{H}. \quad (7.1)$$

Based on Eq. (7.1) we can define the angular momentum density $l$ of the fields as:

$$l = r \times p, \quad (7.2)$$

which becomes:

$$l = \frac{1}{c^2} r \times (\mathbf{E} \times \mathbf{H}). \quad (7.3)$$

Integrating Eq. (7.3) over all space yields the total angular momentum of an electromagnetic field, $L$:

$$L = \frac{1}{c^2} \int r \times (\mathbf{E} \times \mathbf{H}) \, dr. \quad (7.4)$$

It is worth noting here that the angular momentum density in Eq. (7.3) can also be expressed in terms of the Poynting vector $S$ as:

$$l = \frac{1}{c^2} r \times S, \quad (7.5)$$

given that $S = \mathbf{E} \times \mathbf{H}$. Equation (7.5) has an important consequence in the plane wave regime. For any given plane wave propagating in an homogeneous isotropic medium, the energy flux $S$ is always oriented along the direction of propagation, so that the vector product in Eq. (7.5) will always be zero. In other words, a plane wave does not carry angular momentum [17]. Consequently, in order to form WGMs in plasmonic cavities, a plane wave excitation is not sufficient.

In this chapter it will be demonstrated that linear and non-linear whispering gallery modes can be excited in cavities made of metallic cylinders by using a multipole excitation which can couple to modes carrying angular momentum [18]. The intricate phenomena which lead to the coupling of the linear and non-linear components of WGMs will be discussed in detail and the effects of the geometry on the properties of the WGMs and their $Q$-factors will be presented.
7.2 Excitation of Whispering Gallery Modes

The structures investigated in this chapter are geometrically similar to the ones described in Chapter 6. They consist of an array of parallel cylindrical scatterers arranged in a hexagonal cavity pattern. The cylinders are assumed to be made of Au and their electromagnetic properties are described by the Lorentz-Drude model. According to the MSM formalism, the incoming wave scattered by a system can be written as a Fourier-Bessel expansion [see Eq. (3.22)]:

$$U_{inc}^z(r, \varphi) = \sum_{m=-\infty}^{\infty} a_m J_m(\kappa r)e^{im\varphi},$$  

(7.6)

where the coefficients $a_m$ are determined by the particular form of $U_{inc}^z$. In order to obtain an excitation carrying angular momentum, one component of the incoming field, denoted by $m = m_0$, is chosen as the only non-zero term in expansion (7.6). In what follows, the notation $m_0 = \infty$ denotes a plane wave which includes all of the terms in Eq. (7.6).

This choice of excitation can be explained by considering the angular momentum density given by Eq. (7.3). Thus, the longitudinal ($z$)-component, $l_z$, of the angular momentum density can be written as:

$$l_z = -\frac{1}{c^2} r(E \times H^*) \varphi.$$  

(7.7)

Assuming the case of TE polarisation, the angular momentum corresponding to a term with $m = m_0$ in Eq. (7.6) can be written as:

$$L_z = -\frac{1}{c^2} \int \int (rE_r H_z^*) r \, dr \, d\varphi,$$  

(7.8)

which becomes [see Appendix B for the expressions of the electric and magnetic field components]:

$$L_z = -2\pi m_0 \mu_0 \frac{1}{\omega} |a_{m_0}|^2 \int r |J_{m_0}(\kappa r)|^2 dr.$$  

(7.9)

Due to the asymptotic properties of the Bessel function [see Appendix D], the angular momentum, $L_z$, becomes infinite as $r \to \infty$.

Now, the total energy of the electromagnetic field can be found from:

$$U = \frac{1}{2} \int_V \mu_0 |H_z|^2 dr = \pi \mu_0 |a_{m_0}|^2 \int r |J_{m_0}(\kappa r)|^2 dr.$$  

(7.10)

As for the case of the angular momentum, the total energy, $U$, becomes infinite in the far field, as $r \to \infty$, which is a property shared with plane waves. From Eqs. (7.9) and
Equation (7.11) shows that the angular momentum, $L_z$, is proportional to the total energy, $U$, for a given frequency $\omega$, with the proportionality constant being equal to $m_0$. Here, $m_0$ can be identified as the azimuthal index of a vortex beam of order $n = m_0$ [19]. This particular type of excitation is the equivalent of a multipole Bessel excitation occurring in the centre of the scattering geometry. One practical way of implementing this type of multipole excitation consists in using a resonant chiral molecule, which, as will be shown in a later chapter, can give rise to an asymmetric field in the system and, as a result, couple with whispering gallery modes.

In Chapter 6 it was shown that dark plasmon modes can form in plasmon cavities made of metallic cylinders. Because these modes do not radiate into free space, one needs to consider the absorption cross section of such structures when searching for dark plasmon resonances. Figures 7.1 and 7.2 show the absorption cross section of a cavity consisting of six Au cylinders with varying radii and separation distance $d = 10$ nm.
10 nm for the plane wave \((m_0 = \infty)\) case and the \(m_0 = 3\) case, respectively. These figures illustrate a striking difference between the plane wave regime and the case of \(m_0 = 3\). At the fundamental frequency, in the case of the plane wave excitation, only a few resonances are observed; however, for an excitation with \(m = m_0\), several new modes are apparent in the absorption spectrum. It thus becomes clear that a multipole excitation carrying angular momentum can in fact excite new cavity modes which are not otherwise excited by a plane wave.

In the remaining part of this chapter, we will further analyse and quantify the properties of this new type of modes, show how they can be coupled to the exciting radiation and how the geometry affects their properties.

7.3 Physical Properties of Plasmonic Whispering Gallery Modes

Let us consider first, the case of a hexagonal cavity with cylinders of radius \(R = 1500\) nm. Figure 7.3 shows the absorption cross section spectra of such a cavity, calculated for a plane wave case and for \(m_0 = 1\) through \(m_0 = 5\). As before, the TE polarisation is considered so as to include the surface second harmonic contribution of the metal. The absorption spectra confirm the findings discussed in the previous section. At the fundamental frequency there are only a few resonances in the plane wave regime; however, strong absorption peaks can be identified in the case of a multipole excitation. It is also important to note that even in this latter case, the resonances do not appear for all values of \(m_0\), indicating that there is a complex interplay between the geometry of the cavity and the scattering effects which lead to the formation of a cavity mode. In the case of the second harmonic, there is a direct correspondence between the resonances at the FF and the peaks in the non-linear absorption spectra. This result indicates that the formation of non-linear cavity modes is a direct consequence of the strong field enhancement at the fundamental frequency. Consequently, no directly excited whispering gallery modes exist, in this spectral domain, at the SH. It can thus be said that the modes at the SH are indirectly coupled via the contribution of the scattered field at the FF. There are also several resonances in the non-linear absorption spectra which have no equivalent in the fundamental regime. These modes are also present in the plane wave case and will be shown to represent multipole resonances of the individual cylinders, identical to the ones discussed in Chapter 6.

To better understand the physical phenomena behind the formation of WGMs, let us consider the distribution of the total electric field inside the cavities. In addition, in order to determine the characteristics of whispering gallery modes, the profile of the phase of the electromagnetic field is also required. Because in the case of the TE polarisation, the magnetic field has only one component \(H_z\), the phase of this component
Fig. 7.3: Top panels show the logarithmic absorption cross section spectra for a hexagonal cavity with $R = 1500 \text{ nm}$ and $d = 10 \text{ nm}$ at the FF (top) and SH (bottom). Bottom panels show the spatial distribution of the second order square root of the total electric field (middle panels) and the phase of the magnetic field component $H_z$ (bottom panels) for $m_0 = \infty$. The field profiles are calculated at $\lambda_{\text{FF}} = 863 \text{ nm}$ (this values is also marked by the dashed line in the top panels).
is considered. In Fig. 7.3 we plot the field profiles for a plane wave excitation with \( \lambda_{FF} = 863 \) nm. As suggested by the lack of an absorption peak in the absorption spectra for \( m_0 = \infty \), the field profiles show no field confinement, more exactly, no cavity mode is present. This no longer holds true when the \( m_0 = 3 \) case is considered, at the same wavelength [see Fig. 7.4].

For \( m_0 = 3 \), the absorption spectrum has a strong resonance at \( \lambda_{FF} = 863 \) nm. The field profiles at this wavelength, presented in Fig. 7.4, reveal the nature of this resonance. Thus, the electric field clearly shows the formation of a cavity mode at both the FF and the SH. Further, the phase of the magnetic field demonstrates the formation of a
vortex-like field distribution with a central phase singularity in the centre of the cavity. This is a strong indication that these modes are in fact whispering gallery modes and thus carry angular momentum. Also, the phase profile exhibits six phase dislocation lines (i.e. lines across which the phase is discontinuous) at the FF and twelve at the SH. The mode at the FF is of order $n = 3$ while, as expected, at the SH, $n = 6$. This is easily explained by the fact that $\lambda_{SH} = \lambda_{FF}/2$. Finally, an important question is why this mode only couples with a $m_0 = 3$ excitation and not, for example, with a plane wave. The answer to this question can be ascertained by considering the expansion coefficients of the scattered field, $\bar{b}_m$ (see Fig. 7.4). Here, $\bar{b}_m = \sum_{j=1}^{N} \bar{b}_{m,j}$ where $N$ is the number of the cylinders and $\bar{b}_{m,j}$ are the scattering coefficients of cylinder $j$ considered in a coordinate system centred in $O$. The distribution of the scattering coefficients is asymmetric, as opposed to the plane wave case, where, due to the definition of the scattering matrix $S(\Omega)$, these same coefficients obey the symmetry relation given by $\bar{b}_{m,j} = \bar{b}_{-m,j}^{*}$. Also, the dominant terms in the distribution are all multiples of 3 at the FF and 6 at the SH. Since the order at the FF is $n = 3$, the first dominant scattering coefficient is $m = 3$ and all other subsequent dominant terms are obtained by changing the order by 6. It is also important to note that, the WGM, being a localised mode, must have the same symmetry as that of the cavity. As the cavity being investigated has hexagonal symmetry, the separation between the dominant scattering coefficients must therefore be equal to 6.

To further expand on these ideas, Fig. 7.5 present the field profiles, phase of the magnetic field and the scattering coefficients for the case $m_0 = 5$. In this case, the absorption cross section does not show a strong resonance at $\lambda_{FF} = 863$ nm, which is confirmed by the field distribution. The cavity mode that was present for $m_0 = 3$ no longer forms and the phase profile no longer has the vortex-like features. This can be easily explained by the fact that the incoming field no longer has the right symmetry needed to couple with the WGM.

As illustrated in Fig. 7.2 whispering gallery modes are affected by the system geometry, specifically, the radius of the cylinders. Nevertheless, as discussed in Chapter 6, other types of modes have similar signatures in the dispersion of the absorption spectra. To separate these resonances we now investigate the effect of the separation distance on the absorption spectra when the radius of the cylinders is kept constant. The main results of this analysis are summarised in Fig. 7.6. These absorption spectra indicate that at the FF, the modes vary with the separation distance between the nanowires. This proves that the modes in question are indeed cavity modes and are not multipole modes of the individual cylinders. In the non-linear regime, the presence of the fundamental frequency modes leads to resonances in the second harmonic absorption. However, several other modes can be observed, which are not influenced by the separation dis-
Fig. 7.5: Spatial distribution of the second order square root of the total electric field (top panels) and the phase of the magnetic field component $H_z$ (middle panels) for $m_0 = 5$. The field profiles are calculated at $\lambda_{FF} = 863$ nm. Bottom panels show the dependence of the scattering field coefficients at the FF and the SH on the order $m$.

It can be concluded that these resonances correspond to multipole modes and are a characteristic of the scatterers rather than the cavity. These modes can be seen in the case of plane wave excitation and since we already discussed them in Chapter 6 we no longer describe them here. Nevertheless, one can observe that for $d = 65$ nm, one of the multipole resonance occurs at the same wavelength, $\lambda_{FF} = 2304$ nm, as a non-linear whispering gallery mode.

Figure 7.7 plots the dispersion of the absorption spectra in the region of the crossing. The results show that, as expected, there is a strong resonance in the absorption spectra associated with the intersection between the two modes. The field profiles in Fig. 7.7 help to clarify the origin of this phenomena. Here, the profile of the non-linear
Fig. 7.6: Absorption cross section for a hexagonal cavity made of Au cylinders with fixed radius $R = 1500$ nm and varying separation distance $d$. The multipole excitation is considered to have $m_0 = 3$. The white arrow indicates the crossing point between a WGM and a multipole mode.

Fig. 7.7: Left panel shows absorption cross section at the SH for a hexagonal cavity with $R = 1500$ nm. The colour bar gives the natural logarithm of the physical values. Right panels show magnetic field profiles for the same cavity with $d = 32$ nm for incoming wavelengths $\lambda = 2257$ nm (A), $\lambda = 2281$ nm (B) and $\lambda = 2305$ nm (C). The multipole excitation has $m_0 = 3$ and field profiles are plotted as a second order square root of the physical values.
magnetic field $H_z$ is shown as this particular quantity is useful in identifying the presence of multipole modes (see Chapter 6). The separation distance in all three cases is kept fixed at $d = 32$ nm. When the incoming wavelength is taken to be $\lambda = 2257$ nm, the cavity couples with a WGM at the FF which induces a non-linear mode at the SH. However, when the incoming wavelength becomes $\lambda = 2305$ nm, such that the cavity is excited at the multipole resonance frequency, the field profiles show the formation of sixth order multipole modes on the surface of the cylinders. Consequently, at a point for which $\lambda = 2281$ nm, lying between the two resonant wavelengths, neither of the two modes is excited, which is illustrated by the magnetic field profile.

Whispering gallery modes can also occur in more complex geometries, namely cavities which have a central cylindrical inclusion. As will be discussed in the next chapter, this type of cavity supports modes with a higher degree of localisation and thus allows for smaller cavity sizes. In the example illustrated in Fig. 7.8, the radius of the cylinders is $R = 800$ nm (the radius of the inner cylinder being $R_i = 210$ nm), but the WGM occurs at a wavelength similar to that in the cases discussed in this section, specifically, $\lambda_{FF} = 700$ nm. The profiles demonstrate the formation of a whispering gallery mode at both the FF and the SH. The main conclusion pertaining to the WGMs of this type of cavity is that there is a very strong connection between the geometrical factors and the properties of the mode. This high degree of tuneability can be exploited toward designing non-linear optical devices for specific applications.

<table>
<thead>
<tr>
<th>Cavity type</th>
<th>$m_0 = 3$</th>
<th>$m_0 = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEX FF</td>
<td>$Q = 524.2$</td>
<td>$Q = 554.1$</td>
</tr>
<tr>
<td>HEX SH</td>
<td>$Q = 525.2$</td>
<td>$Q = 1305$</td>
</tr>
<tr>
<td>INC FF</td>
<td>$Q = 145.3$</td>
<td>$Q = 103.1$</td>
</tr>
<tr>
<td>INC SH</td>
<td>$Q = 235$</td>
<td>$Q = 49.54$</td>
</tr>
</tbody>
</table>

*Table 7.1: Q factors of WGMs for the hexagonal cavity (HEX) at $\lambda = 863$ nm and the hexagonal cavity with a cylindrical inclusion (INC) at $\lambda = 700$ nm at the FF and SH.*

Finally, as previously discussed, an important property of cavity modes is their $Q$-factor. The $Q$-factors for the hexagonal cavity at $\lambda = 863$ nm and the hexagonal cavity with a cylindrical inclusion at $\lambda = 700$ nm were calculated. The $Q$-factors where found by using a Lorentzian fit of the absorption cross section peaks and using the definition $Q = \omega_0 / \delta \omega$, where $\omega_0$ is the resonance frequency of the mode and $\delta \omega$ is the width of the resonance. The results are given in Table 7.1. The results validate our conclusions that WGMs can only couple with multipole excitations with certain values of $m_0$. As a result, the highest $Q$-factors are given here, for both geometries, when $m_0 = 3$ and $m_0 = 9$, which shows the same pattern of distribution of the scattering coefficients. The dominant mode in the case of the hexagonal cavity has $Q = 1305$, which is an order of magnitude higher than the highest $Q$-factor of the cavity with a cylindrical in-
Fig. 7.8: Spatial distribution of the second order square root of the total electric field (top panels) and the phase of the magnetic field component $H_z$ (middle panels) for $m_0 = 3$. The field profiles are calculated at $\lambda_{FF} = 863$ nm. Bottom panels show the dependence of the scattering field coefficients at the FF and the SH on the order $m$. The geometry consists of a hexagonal cavity of cylinders with $R = 800$ nm and a central cylindrical inclusion with $R_i = 210$ nm. The profiles are show for $\lambda_{FF} = 700$ nm.

cclusion. Consequently, while the latter geometry allows for smaller devices, the former gives higher quality factors. It is thus possible to see the importance of being able to tailor the structure to obtain the best possible design for each specific application. It is important to note that no effort has been made here to tailor the non-linear plasmon cavity design and thus, whispering gallery modes with much higher $Q$-factors could be achievable. The absorption losses which are tied to the presence of metallic structures in this design significantly reduce the maximum achievable $Q$ factor compared to, for example, dielectric resonators. Nevertheless, the effects of plasmon surface resonances
on the tight field confinement and enhancement in metallic cavities means that our de-
sign has significant advantages in enhancing the non-linear properties of whispering
gallery modes. Also, as will be discussed in a later chapter, the presence of surface
plasmons could allow for the direct control of the WGMs in such structures

7.4 Conclusions
In conclusion, in this chapter it was shown that whispering gallery modes carrying
angular momentum can be coupled in non-linear plasmonic cavities made of metallic
cylindrical scatterers. Similar to cavity modes, WGMs are strongly affected by the ge-
ometry of the scatterers allowing for a great deal of tuneability in the choice of design.
In addition, the distributions of the scattering coefficients of the electromagnetic field
in both the linear and non-linear case was examined. The results demonstrate that a di-
rect connection can be found between the pattern of the dominant coefficients and the
mode profile. Thus, WGMs can only be coupled when the distribution of the dominant
scattering coefficients has the same symmetries as the mode. A similar connection can
be found between the coefficient distribution and the symmetries of the cavity itself.

The quality factors of two whispering gallery modes were analysed and $Q$-factors
of up to 1305 were found. The results suggest several possible applications for this type
of cavity in optical trapping, optical manipulation and lasing. Also, as the non-linear
cavity modes discussed here are a direct result of the field distribution at the fundamen-
tal frequency, it may be possible to use the magnetisation induced second harmonic
generation effect to externally control the properties of the WGMs through the use of a
magnetic field. This can have important applications in actively controlled optical de-
vices. Further work can lead to a better understanding of the complex interplay between
the properties of the incoming beam, those of the cavity and the WGMs which can be
coupled in such structures. It is thus clear that plasmon induced, non-linear, whisper-
ing gallery modes can open up further possibilities for new applications in optics and
beyond.
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Chapter 8

Applications of Plasmonic Cavities to Sensing

8.1 Introduction

The use of SPP resonances for sensing applications has been investigated for nearly three decades [1]. In particular, devices based on SPP resonances provide efficient, noninvasive, low-power and low-volume sensing. Recent work in this area has led to the development of several designs with various detection capabilities. Common detection limits (DL) for plasmon based sensing devices range from $10^{-6}$ refractive index units (RIU) for prism coupling and optical fiber designs to $10^{-5}$ RIU for waveguide designs [2]. While such detection limits are considered suitable for most sensing applications, the designs mentioned above range in size from several hundred microns to several millimeters. A submicron sensor design possessing similar detection capabilities would therefore prove to be a significant advancement in device integration. Such a design could be employed for sensing small amounts of target substances or on-chip parallel sensing.

In this chapter, we introduce and describe an ultra-compact plasmonic sensor design, which combines the advantages provided by the tight field confinement of localized SPPs and the non-linearly enhanced field induced by non-linear optical processes at metal surfaces. The design employs cavity-shaped assemblies of metallic nanowires whose optical modes are excited via local dipoles induced by the surface SHG process. Unlike the optical coupling to far-field radiation, these electric dipoles can excite dark (subradiant) plasmonic cavity modes that do not couple to the radiation continuum [3, 4]. As a result, the radiative losses are suppressed, the $Q$-factor of such dark plasmonic cavity modes being more than an order of magnitude larger than that of metallic nanoparticles [5]. This unique property of dark cavity modes can be used effectively to measure extremely small changes in the index of refraction, which can be induced, for example, by minute concentrations of trace molecules or thermal varia-
tions of the surrounding environment. To be more specific, this chapter will show that this novel approach to plasmonic sensing allows one to readily achieve detection limits of $10^{-6}$ refractive index units (RIU), for a detector resolution of 0.01 nm [6].

8.2 Optical Properties of Plasmonic Cavity Modes

The plasmonic cavity considered in this chapter is schematically illustrated in Fig. 8.1. It consists of a cavity-shaped distribution of parallel metallic cylinders with radius $R$, which are assumed to be made of Au. As it will be shown in what follows, additional functionality can be achieved by placing at the center of the plasmonic cavity a metallic cylinder, whose radius is $R_0$. In addition, the plasmonic nanowires forming the cavity are separated by a distance $d$. The plasmonic structure is excited by normally incident monochromatic plane waves with carrier frequency $\omega$, the electric field of the incident light being perpendicular to the axis of the nanowires (TE polarisation). Under these conditions, at the FF, the optical response of the plasmonic structure is fully determined by the spatial distribution of the dielectric constant. Thus, the ensemble of plasmonic nanowires is assumed to be embedded in a background optical medium with index of refraction $n_b = \sqrt{\epsilon_b}$, where $\epsilon_b$ is the relative dielectric constant. In addition, the dielectric constant of the metallic nanowires is described by the Lorentz-Drude model given by Eq. (2.26). The simulations use the numerical values of the parameters corresponding to Au, which can be found in Appendix E.

The MSM method provides considerable flexibility in choosing the geometry and system parameters. In this chapter, three different designs of plasmonic cavities are considered. In the first two cases the plasmonic cavity consists of an assembly of six and eight identical metallic nanowires, whereas in the third case a hexagonal cavity, which contains at its center an additional metallic nanowire whose radius is different from that of those forming the boundary of the cavity (see Fig. 8.1), is considered. One efficient approach to find optical modes of plasmonic cavities is to search for resonances in the scattering and absorption cross-section spectra. However, utilizing absorption cross-section spectra provides a distinct advantage, namely, it allows one to find dark plasmon modes, as previously discussed. Moreover, we have used in our analysis of the optical response of plasmonic cavities the absorption cross-section spectra at the SH rather than those at the FF, for two main reasons. First, this choice eliminates the contribution to the total absorption of the incoming plane wave, thus increasing the accuracy of the analysis. Second, the generation of non-linear surface dipoles at the SH provides a convenient mechanism to excite dark plasmonic cavity modes, which plays a central role in enhancing the sensitivity of plasmonic sensors based on this design.

Figure 8.2 summarises the findings pertaining to the light scattering from the three plasmonic cavities investigated. One important result illustrated by this figure is the
presence of resonance peaks in the absorption cross section spectra, \( \Sigma_a(\Omega) \), which are attributable to the excitation of plasmonic modes. There are two types of such plasmonic modes, namely, multipole modes excited on single cylinders and plasmonic cavity modes, which are the result of the coherent response of all nanowires in the plasmonic nanostructure (the electric field profiles at the SH, determined for each type of cavity for the corresponding resonance wavelength of the cavity modes, clearly confirm this conclusion). The resonance wavelength of the former modes (\( \lambda_{\text{SH}} = 663 \text{ nm} \) and \( \lambda_{\text{SH}} = 937 \text{ nm} \)) does not depend on the geometry of the plasmonic nanostructures and therefore it cannot be tuned by modifying the geometry of the cavity. As a result these multipole plasmonic modes will not be analysed further as they have already been covered in chapter 6. By contrast, as illustrated in Fig. 8.2, the resonance wavelength of the plasmonic cavity modes is strongly dependent on the system parameters. The spectra in Fig. 8.2 also reveal several important characteristics of the plasmonic modes excited in the cavity. Thus, they clearly show that the geometry of the cavity has a strong influence on the field distribution of the cavity modes. Equally important, the scattering cross section spectra at the SH show no resonance peaks at the wavelength of the resonances in the spectra of the absorption cross-section. This important result indicates that the corresponding modes are dark plasmonic cavity modes, which are decoupled from the radiation continuum and thus cannot scatter light into the far-field. As a re-
result, at the corresponding resonance wavelength, the plasmonic cavity is very efficient in trapping the non-linear field generated by the induced surface dipoles and therefore experiences reduced optical losses.

In order to gain a deeper insight into the physical properties of the plasmonic cavity modes a detailed study of the dependence on the system geometry of the resonance wavelength of the modes was performed. This analysis is particularly relevant for assessing the sensitivity of plasmonic sensors based on such cavities. One effective tool for performing this investigation is the dispersion map of the resonance wavelength of the plasmonic cavity modes. These maps, calculated for all three cavities, are presented in Fig. 8.3.

The dispersion maps corresponding to the three cavities clearly illustrate the strong variation of the resonance wavelength of the cavity modes with the change in the geometrical parameters defining the cavity. In the case of the six and eight cylinder cavities, an almost linear increase of the resonance wavelength of the cavity modes with the separation distance between the plasmonic nanowires can be observed. This dependence can be easily explained by the fact that the size of the cavity increases with the separation distance and, consequently, the resonance wavelength of the cavity modes is
Fig. 8.3: Dispersion maps of absorption cross section, calculated for (a) a six cylinder cavity; (b) eight cylinder cavity; and (c) and (d), a six cylinder cavity with a cylindrical inclusion. Fixed geometric parameters are $d = 70 \text{ nm}$ for (c) and $R_i = 400 \text{ nm}$ for (d). In all cases $R = 500 \text{ nm}$.

red-shifted. It can also be seen that the resonance wavelength shows a steeper increase with the separation distance in the case of the hexagonal cavity as compared to the case of the octagonal one. Moreover, the spectral width of the resonance is somewhat smaller in the case of the hexagonal cavity whereas in both cases the width of resonance peaks decreases with $d$. These findings are explained by the field distribution of the cavity modes. Thus, simulations show that the field enhancement at the surface of the metal, and consequently the optical loss, is larger in the case of the octagonal cavity and in both cases it decreases with $d$. More specifically, as $d$ increases the cavities are less effective in confining the optical field and as such the electric field at the surface of the plasmonic nanowires decreases.

The modal field profiles also explain some of the effects observed when the structure of the cavity is modified, namely, when a plasmonic nanowire is placed at the center of the cavity. As shown in Fig. 8.3, the hexagonal cavity has a plasmonic mode even when a nanowire is added at its center; however, the resonance wavelength is affected by this structural change. On the other hand, simulations show that the cavity mode no longer exists in the case of the octagonal cavity. The field profiles in Fig. 8.2 clearly explain this phenomenon. The field amplitude of the plasmonic mode of the hexagonal cavity has a minimum at the center of the cavity and therefore it is only slightly perturbed by the added nanowire. By contrast, the mode of the octagonal cavity has a maximum at the center of the cavity, so that by adding a nanowire the cavity mode is suppressed. It should be also noted that in all cases the resonance wavelength of the plasmonic cavity modes depends linearly on the geometrical parameters of the cavity ($d$ and $R_i$).

The resonance wavelength of the plasmonic cavity modes is also strongly affected
Fig. 8.4: Dependence of the absorption cross section spectra on the background refractive index, $n_b$, calculated for (a) a six cylinder cavity; (b) an eight cylinder cavity; and (c), (d) a six cylinder cavity with a cylindrical inclusion. The geometric parameters are $d = 20 \text{ nm}$, $d = 130 \text{ nm}$ and $d = 70 \text{ nm}$ for (a), (b) and (c), respectively, and $R_i = 400 \text{ nm}$ for (c) and (d). In all cases $R = 500 \text{ nm}$. The dashed lines mark the spectral location of the plasmonic cavity modes.

by the change in the index of refraction of the background medium, $n_b$. This effect has important implications when sensing applications are considered. In order to better understand this dependence, consider the three types of cavities, described by parameters $R = 500 \text{ nm}$ and $d = 20 \text{ nm}$, $d = 130 \text{ nm}$, and $d = 70 \text{ nm}$ for the six cylinder, eight cylinder, and the six cylinder with central inclusion cavities, respectively, the radius of the central cylinder being $R_i = 400 \text{ nm}$. In all cases the resonance wavelength of the cavity modes for a background refractive index varying from $n_b = 1$ to $n_b = 3.5$ was calculated. The results of the simulations are summarized in Fig. 8.4. The dispersion maps presented in this figure, depicting the variation of the absorption cross-section spectra with the background index of refraction, demonstrate that the resonance wavelength of the cavity modes increases linearly with $n_b$. However, the rate at which the resonance wavelength varies with $n_b$ is dependent on the specific plasmonic mode and
the structure of the cavity. As expected, the smaller the volume of the cavity mode, the steeper the increase of the resonance wavelength with $n_b$ [see also Fig. 8.2]. We also remark here that the mode lines in Fig. 8.4 clearly show a discontinuity of the mode. This effect however is a result of the $\lambda_{SH}$ and $n$ step sizes used to obtain the data. As will be shown in the next section, the sensitivity of these non-linear plasmonic cavity modes is very high, thus, one would require a very fine step size for both the wavelength and the refractive index, which would have been computationally expensive. Figure 8.4d shows a zoomed in area of the absorption spectra in Fig. 8.4c, which has been obtained with a finer refractive index step size. Thus, it becomes clear that the modes in question are indeed continuous and that the discontinuities apparent in the spectra are simply a numerical artifact. Figure 8.4 also illustrates the dispersion properties of the multipole plasmonic modes, which appear as a series of spectral bands that are more closely spaced at increasing value of the background index of refraction. These resonances have a low $Q$ factor and as such are less effective in sensing applications; therefore, they are not discussed in what follows.

8.3 Applications to Plasmonic Sensors

Having established the main physical properties of the plasmonic cavity modes supported by the plasmonic cavities described in the previous section, we now discuss their potential for applications to plasmonic sensing. The dependence of the resonance wavelength on the background index of refraction allows one to calculate a quantity that plays a central role in characterizing the performance of plasmonic sensors, namely, the refractive index sensitivity of the sensor. The sensor sensitivity is defined as the variation of the resonance wavelength per unit change of the background index of refraction. Mathematically, it is expressed as $S = d\lambda/dn_b$, and can be determined by calculating the slope of the dispersion curves of the plasmonic cavity modes. Another important quantity characterising a detector is the detection limit, $DL$, which is defined as the ratio between the wavelength resolution of the detector, $\sigma$, and the detector sensitivity, $S$, i.e., $DL = \sigma/S$. In what follows $\sigma$ is measured in nanometres whereas $DL$ is measured in refractive index units, RIU.

Figure 8.5a presents the dependence on the background refractive index of the resonance wavelength of the plasmonic cavity mode of the hexagonal cavity that contains a plasmonic nanowire at its center. The dispersion curves have been calculated for several values of the radius of the central nanowire, ranging from $R_i = 350$ nm to $R_i = 400$ nm. It can be seen that the slope of the dispersion curve increases with the radius $R_i$, which again is explained by the fact that the mode volume decreases with $R_i$. Consequently, the sensitivity of the plasmonic cavity increases with $R_i$. This conclusion is confirmed by the data plotted in Fig. 8.5b, which shows the dependence
Fig. 8.5: (a) Resonance wavelength of the plasmonic cavity mode of a six cylinder cavity with a cylindrical inclusion vs. the background refractive index. (b) Sensitivity of the plasmonic cavity vs. \( d \) and \( R_i \). The markers correspond to a six cylinder cavity (\( \circ \)), an eight cylinder cavity (\( \times \)) and a six cylinder cavity with a cylindrical inclusion (\( + \)); solid lines serve as a guide to the eye. The separation distance is \( d = 70 \) nm in the case of the six cylinder cavity with a cylindrical inclusion.

of the sensitivity of the plasmonic modes on the parameters defining the cavities, determined for each of the three cavities. Indeed, it can be seen that the sensitivity of the cavity increases with \( R_i \), with \( S = 944 \) nm/RIU for \( R_i = 400 \) nm. Similar large values of the sensitivity of sensors based on plasmonic perfect absorbers have been recently reported [7]. Importantly, of the three designs investigated the hexagonal cavity with a central inclusion presents the largest sensitivity, whereas the octagonal one has the lowest \( S \). This result further proves that generally cavities with larger mode volume have lower sensitivity. For a specific cavity, however, the dependence of the sensitivity on the cavity shape can be more intricate. Thus, Fig. 8.5b shows that the sensitivity of the hexagonal and octagonal cavities increases with the separation distance \( d \), which means that the sensitivity is determined not only by the volume of the cavity mode but also by its particular field distribution.

Utilising the results discussed above the detection limit of the devices can be cal-
calculated. The actual value of the $DL$ depends on the wavelength resolution of the detector employed, $\sigma$. In what follows it is assumed that $\sigma = 0.01$ nm, in order to make a quantitative comparison between these findings and several recent results pertaining to plasmonic sensors [8–10]. With this assumption, the values for the detection limit of the hexagonal cavity design varies from $1.27 \times 10^{-5}$ RIU to $1.17 \times 10^{-5}$ RIU when $d$ changes from 10 nm to 60 nm, respectively. Similarly, the hexagonal cavity design with a cylindrical inclusion has a $DL$ ranging from $1.1 \times 10^{-5}$ RIU to $1.05 \times 10^{-5}$ RIU when $R_i$ increase from 350 nm to 400 nm. It is important to stress that not attempt was made to optimize the sensitivity of the plasmonic cavities and therefore further improvement of the device performance is possible. Although one can achieve lower detection limits by using millimeter-sized plasmonic sensors, my design provides the unique advantage of submicron sensing volume. This functionality makes the design easily integratable in on-chip plasmonic sensing systems.

Fig. 8.6: Signal to noise ratio of the plasmonic cavity modes. The markers correspond to a six cylinder cavity ($\circ$), an eight cylinder cavity ($\times$) and a six cylinder cavity with a cylindrical inclusion ($+$); solid lines serve as a guide to the eye. The separation distance is $d = 70$ nm in the case of the six cylinder cavity with a cylindrical inclusion.
Another important characteristic of sensing devices is the detection accuracy, or signal to noise ratio (SNR). The SNR represents a convenient means for comparing the level of the detection signal to that of the background noise. In spectral sensing characterization it is defined as $\text{SNR} = \frac{\delta \lambda}{w}$, where $\delta \lambda$ is the shift in the resonance wavelength for a given and $w$ is the spectral full width at half maximum of the resonance. The SNR for all three cavity designs, for different values of their geometric parameters, has been calculated. In all calculations it was assumed that $\delta n_b = 0.01$ and $n_b = 1.4142$. The results are shown in Fig. 8.6. The curves for the six and eight cylinder cavities show a similar trend, with the SNR values for the hexagonal cavity varying from 2.049 to 1.2414 as $d$ varies from 10 to 60 nm. It should be noted that the dependence of the SNR on the separation distance (SNR decreases with $d$) is opposite to that of the sensitivity of the devices, within the same parameter range. This is due to the broadening of the absorption peaks as the separation distances increase. The same conclusion holds for the six cylinder cavity with a central inclusion. In this case, the SNR varies from 1.263 to 0.6764 as $R_i$ increases from 350 to 400 nm. Unlike the case of the sensitivity of the devices, of the three designs, the six cylinder cavity with a central inclusion has the lowest SNR. This result shows that there is a complex interplay between the geometrical characteristics of the plasmonic cavities and the main parameters that characterize their sensing performance. The SNR values of the proposed plasmonic devices are within the typical range achievable with waveguide based plasmonic sensors [11, 12].

8.4 Conclusions

To summarise, in this chapter, we have seen that cavity-shaped assemblies of metallic nanowires support dark plasmonic cavity modes whose resonance wavelength is strongly dependent on the geometry of the cavity and the dielectric properties of the background medium. In addition, the suppression of the radiation losses of these plasmonic cavity modes leads to a significant increase of their quality factor, a property that has important practical applications to plasmonic sensors. Our theoretical analysis has revealed that these dark plasmonic modes can be effectively excited by electric dipoles induced at the surface of the metal by the SHG optical process, thus making them extremely sensitive to changes in the surface properties of metals and variations of the dielectric environment generated by thermal effects or chemical processes. In particular, we have demonstrated that this phenomenon can be utilised to design plasmonic sensors with enhanced sensitivity to changes in the index of refraction of the dielectric environment. For example, this study has shown that detection limits as low as $10^{-5}$ RIU can be readily achieved with submicron-sized plasmonic sensors. These theoretical findings can lead to new experimental research in non-linear plasmonics and
exciting applications to active plasmonic nanodevices.


Chapter 9

Theoretical Investigations of Tuneable Plasmonic Metasurfaces

9.1 Introduction

Several recent studies have theoretically predicted that one can tailor the properties of LSPs formed in a 2D array of asymmetric apertures in metallic films so that the mid-infrared optical transmittance of the corresponding plasmonic metasurface becomes strongly dependent on the polarisation of the incoming field [1, 2] or the shape and distribution of the apertures [3]. In this chapter we will present an in-depth theoretical and numerical analysis of this effect, as well as a comparison to recent experimental results. In particular, a simple design for an asymmetric aperture whose properties can be conveniently tuned, namely, a Swiss cross with asymmetric arms is used. The plasmonic response of arrays of symmetric cruciform apertures has been extensively studied both theoretically and experimentally [4–8]. The LSP resonances of such symmetric apertures, however, consists of two degenerate modes orthogonally polarized with respect to each other and therefore the optical transmission of the corresponding plasmonic metasurfaces is polarisation insensitive. In this chapter we show that by introducing structural asymmetry in the design of the cruciform aperture, the optical transmission and reflectance of a uniform, periodic array of asymmetric apertures show enhanced optical anisotropy. In particular, the maximum of the transmission spectra, which corresponds to the resonant excitation of a LSP in the array of asymmetric cruciform apertures, can be tuned by almost 50% by simply rotating the plane of polarisation of the incident wave [9]. Moreover, by using Babinet’s principle, the ideas presented in this chapter can be readily extended to the complementary geometry of metallic crosses placed on a dielectric substrate [10, 11].
9.2 The Rigorous Coupled Wave Analysis Method

The numerical simulations described in this chapter are used to find the transmission coefficient, reflection coefficient, absorption and the field distribution inside metallic gratings. While there are several formalisms which can be employed for this task, this work relies on a numerical algorithm specifically designed for this type of problems, namely, the rigorous coupled wave analysis (RCWA) algorithm [12, 13].

Figure 9.1 illustrates a typical grating structure which can be analysed using the RCWA method. Note that RCWA can also be used in 3D structures but, for the sake of simplicity of this presentation, the discussion in this section will be limited to a 2D grating. The first step of the RCWA method consists of splitting the simulation in three domains: the area above the grating characterised by a permittivity $\epsilon_1$, the substrate below the grating with $\epsilon_2$, and the grating region itself. The electromagnetic field in each of these regions is treated separately.

Assuming for simplicity an incident plane wave normal to the grating surface and with component $\mathbf{E}$ perpendicular to the $(x, z)$ plane, the field reflected by the grating into the area with dielectric constant $\epsilon_1$ can be expanded as (if harmonic time dependence $e^{i\omega t}$ is assumed) [12]:

$$E_1 = \sum_{m=-\infty}^{\infty} R_m e^{-i(k_{x,m}x + k_{1z,m}z)},$$

(9.1)

where $R_m$ are the reflected field coefficients and $k_{1z,m} = \sqrt{k_0^2 \epsilon_1 - k_{x,m}^2}$. The periodicity of the grating structure determines the expression of $k_{x,m}$ as $k_{x,m} = k_x - mK$, where $K = 2\pi/\Lambda$ and $k_x = k_0 \sqrt{\epsilon_1 \sin \theta}$. Here and above, $k_0$ and $\theta$ are the free-space wave vector and incidence angle of the incoming wave, respectively. Note that in this region, the total field also includes the incoming wave, which is assumed to be known. In the substrate region, underneath the grating, the transmitted field can be expanded
as:

\[
E_2 = \sum_{m=-\infty}^{\infty} T_m e^{-i[k_{x,m}x+k_{2z,m}(z-h)]},
\]

(9.2)

where \( T_m \) are the transmitted field coefficients, \( h \) is the height of the grating layer and \( k_{2z,m} = \sqrt{k_0^2 \varepsilon_2 - k_{x,m}^2} \).

Inside the region of the grating itself, the permittivity \( \varepsilon_g \) becomes a function of both \( z \) and \( x \), \( \varepsilon_g = \varepsilon_g(x, z) \). This function can be expanded into a Fourier series owing to the periodicity of the grating. Thus, \( \varepsilon_g(x, z) \) becomes:

\[
\varepsilon_g(x, z) = \varepsilon_g(x + \Lambda, z) = \sum_n \varepsilon_{g,n}(z) e^{in(2\pi/\Lambda)x},
\]

(9.3)

where \( \Lambda \) is the period of the grating. The electric field inside the grating can also be expanded as:

\[
E_g = \sum_{m=-\infty}^{\infty} G_m(z) e^{-i(k_{x,m}x+k_{gz,0}z)},
\]

(9.4)

where \( G_m(z) \) are the space-harmonic field expansion coefficients and \( k_{gz,0} = \sqrt{k_0^2 \varepsilon_1 \cos \theta} \).

To solve the electromagnetic problem, the coefficients \( G_m(z) \) need to be determined first. In the grating region, the field satisfies the wave equation:

\[
\nabla^2 E_g + k_0^2 \varepsilon_g(x, z) E_g = 0.
\]

(9.5)

Combining this Helmholtz equation with Eqs. (9.3) and (9.4) yields the following infinite set of second-order coupled differential equations:

\[
\frac{d^2 G_m(z)}{dz^2} - 2i k_{gz,0} \frac{dG_m(z)}{dz} = (k_{x,m}^2 + k_{2z}^2) G_m(z) - k_0^2 \sum_n \varepsilon_n(z) G_{m-n}(z).
\]

(9.6)

Once Eqs. (9.6) are solved and the space harmonic coefficients \( G_m(z) \) are known, both the reflected and transmitted wave coefficients, \( R_m \) and \( T_m \), respectively, can be determined by imposing the boundary conditions between the three regions. As such, at the interface between the top region with \( \varepsilon_1 \) and the grating, the boundary conditions require that:

\[
E_1 = E_g, \quad H_1 = H_g,
\]

(9.7)

where the \( H \) field is parallel to the \( x \) axis (see Fig. 9.1). In the substrate region, the boundary conditions require that:

\[
E_2 = E_g, \quad H_2 = H_g.
\]

(9.8)
Equations (9.7) and (9.8), coupled with the solution of Eqs. (9.6) thus completely determine the field distribution in the entire simulation region.

In the technical implementation of the RCWA, Eqs. (9.6) are usually solved using a state-variables method employed in linear system analysis [14]. Common to many numerical methods, the infinite sum in Eqs. (9.6) is truncated to a finite sum, with the accuracy of the results being determined by, amongst others, the number of terms one keeps. To this end, an important numerical parameter required by the RCWA method is the number of harmonics used. The number of harmonics (diffraction orders) \( N \) is defined as \( N = (M - 1)/2 \) where \( M \) is the total number of expansion terms considered. A typical value for the number of harmonics used in our simulation is \( N = 16 \). For complex gratings, such as the one in Fig. 9.1, where the \( z \)-dependence of \( \epsilon_g(x, z) \) needs to be considered, the grating region is “sliced” into a series of layers perpendicular to the \( z \)-axis, which are numerically treated as having \( \epsilon_g = \epsilon_g(x) \). Also, appropriate boundary conditions are imposed at the interface between each adjacent layer. Due to the periodicity of the layer, the simulation domain is limited to the unit cell on the \( x \)-axis (or \( x \)- and \( y \)-axes in the case of 3D gratings). On the \( z \)-axis the domain is considered to be infinite in both directions with the wave propagating according to Eqs. (9.1) and (9.2).

The RCWA method is an efficient numerical solver for the problem of light diffraction on gratings, with several commercial and freely available implementations being widely used. In the remaining of this chapter, as well as Chapter 10, the RCWA method will be used to investigate the electromagnetic response of plasmonic metasurfaces with asymmetric features.

### 9.3 Sample Fabrication and Experimental Measurements

In this section, we briefly describe the fabrication process of the grating being investigated theoretically. Thus, the cruciform aperture arrays were fabricated using the focused ion beam (FIB) technique. The device structure and a fabricated array are shown in Fig. 9.2. Each array has \( 15 \times 15 \) unit cells and a periodicity in both the \( x \) and \( y \) directions of \( \Lambda = 2 \, \mu \text{m} \); thus the array has dimensions \( 30 \times 30 \, \mu \text{m}^2 \). The size of the arrays is large enough so that size-dependent array effects are negligible [15]. A similar array of symmetric cruciform apertures was fabricated as a control sample. This array had the same periodicity and same number of unit cells as the arrays of asymmetric apertures.

The transmission spectra of the arrays were measured using Fourier-transform infrared (FTIR) microscopy. The transmission spectra were normalized to the bare CaF\(_2\) substrate while the reflection spectra were normalized to the unpatterned gold surface.
Fig. 9.2: (a) Schematic of the unit cell also showing the definition of the in-plane electric-field polarisation angle, $\theta$. (b) Scanning electron micrograph of an array with the inset showing magnified detail. (c) Schematic cross-section through the XY-segment, as shown in (b). The devices were fabricated at the London Center for Nanotechnology by P. Thompson and E. Osley. For more details see Ref. [9]

Data were obtained for incident in-plane polarisation angles (as defined in Fig. 9.2a) between $\theta = 0$ and $\theta = 90^\circ$ in $15^\circ$ increments.

The resulting experimentally measured transmission spectra for the asymmetric cruciform array, presented in Fig. 9.3a, show two distinct peaks, $A$ and $B$, the positions of which, to within the accuracy of the measurement, are invariant with respect to the polarisation angle. As the polarisation angle is changed from $\theta = 0$ to $\theta = 90^\circ$, the amplitude of peak $A$ decreases from its maximum value reached at $\theta = 0$ and eventually decays to below the noise level, while the peak $B$ begins to emerge and increases in amplitude to reach its maximum at $\theta = 90^\circ$. The spectra in Fig. 9.3a show another intriguing spectral point, $I$ (at $\lambda = 4.46 \mu m$), at which transmission is independent of polarisation. Drawing from an analogy from molecular spectroscopy, this point is termed an isosbestic point [1]. By comparison, the spectra for the control array of symmetric cruciform apertures show a single peak (see Fig. 9.3g) and, within the inherent variations introduced by the fabrication process, the transmission is insensitive to the polarisation of the electric field. In addition, a transmission minimum is seen at $\lambda = 3.3 \mu m$, for arrays of both asymmetric and symmetric apertures. This minimum corresponds to the Wood’s anomaly of the periodic array and is predicted to occur at $\lambda_W = n_d \Lambda / \sqrt{i^2 + j^2}$ [15–17], where $n_d$ is the index of refraction of the dielectric medium and $i$ and $j$ are mode indices. In the case of square arrays the largest wave-
length at which the Wood’s anomaly occurs corresponds to \( i = 1 \) and \( j = 0 \). As such, for an array with \( \Lambda = 2 \, \mu \text{m} \) the wavelength of the Wood’s anomaly corresponding to \( \text{Au-air} (n_d = 1) \) and \( \text{Au-CaF}_2 (n_d = 1.4) \) is \( \lambda_W = 2 \, \mu \text{m} \) and \( \lambda_W = 2.8 \, \mu \text{m} \), respectively. The measured reflection spectra (Fig. 9.3c) are qualitatively anti-correlated with the transmission spectra, with clear reflection minima at the wavelengths of the transmission peaks \( A \) and \( B \). Remarkably, for both the reflection and absorption spectra (Fig. 9.3e) there is an isosbestic point, its wavelength being blue-shifted with respect to that of the isosbestic point in the transmission spectra (the isosbestic point of the reflection and absorption spectra is at the wavelength \( \lambda_c = 4.36 \, \mu \text{m} \) and \( \lambda_a = 4.32 \, \mu \text{m} \), respectively).

In order to investigate theoretically the optical properties of the fabricated arrays, it was necessary to know the fabricated dimensions of the arrays, as defined in Fig. 9.2a. Owing to fabrication process variability, the dimensions of each aperture vary. Therefore, measurements were taken of 10 fabricated apertures in each array using scanning electron microscopy and the dimensions averaged. For the array of asymmetric cruciform apertures the lengths of the arms of the cruciform were found to be \( L_x = 1675 \, \text{nm} \) and \( L_y = 1003 \, \text{nm} \), whereas their width was \( g_x = 418 \, \text{nm} \) and \( g_y = 165 \, \text{nm} \). Note also that for the array of symmetric cruciform apertures fabrication tolerances led to a small degree of asymmetry, the corresponding mean values being \( L_x = 1270 \, \text{nm} \),
Therefore, in this case the values of $L_x$ and $L_y$ were averaged to arrive at a single mean value: $L_x = L_y = 1264$ nm. Similarly, the values of the width of the arms, $g_x$ and $g_y$, were averaged to the mean value $g_x = g_y = 368$ nm.

Device simulations were carried out using commercially available software, RSoft’s DiffracMOD [18], which implements the RCWA method. Simulated spectra for the arrays of asymmetric and symmetric cruciform apertures are shown in Fig. 9.3. In the simulations, numerical convergence was reached when $N = 17$ harmonics were included for each transverse dimension, which amounts to a total of $N^2 = 289$ Fourier expansion terms. Furthermore, it was assumed that the frequency-dependent dielectric constant of Au is described by the Drude model (Eq. (2.14)). In the case of Au, $\omega_p = 13.72 \times 10^{15}$ rad/s and $\gamma = 4.05 \times 10^{13}$ s$^{-1}$ [19]. Note that since the devices operate in the mid-infrared frequency domain the contribution to the dielectric constant of inter-band effects can be neglected. In order to achieve a good agreement between the experimental data and the numerical results however, the damping frequency had to be increased to $\gamma \rightarrow 1.5\gamma = 6.08 \times 10^{13}$ s$^{-1}$. This fact is not surprising since it is well known that due to electron scattering into surface states the dielectric constant of metallic nanostructures depends on their size when the corresponding characteristic size is comparable to the skin depth. For metallic films, the bulk damping frequency is replaced by $\gamma_{\text{film}} = \gamma_{\text{bulk}} + \alpha v_F / d$, where $\alpha$ is a theory-dependent quantity on the order of 1, $v_F$ is the Fermi velocity, and $d$ is the thickness of the film [20]. Interestingly enough, at optical frequencies the corresponding scaling factor was found to be equal to 3 [21].

The two transmission maxima and their polarisation-dependence, as well as the spectral location of the isosbestic point and the Wood’s anomaly in the experimentally-measured spectra are well reproduced in the simulated spectra for the asymmetric apertures. An additional peak, labeled $C$ ($\lambda = 2.6$ $\mu$m), is however observed in the simulation, which in the experimental data appears to be only slightly above the noise level. Likewise for the array of symmetric apertures, the simulation reproduces the single peak of the experimental data at $\lambda = 4.6$ $\mu$m, but also predicts the existence of an additional peak $C$ at shorter wavelength. This additional peak is at the same wavelength as for the asymmetric apertures. The insensitivity of the position of peak $C$ to the detailed geometry of the unit cell suggests that it is due to extended surface plasmon polariton (SPP) resonances. Indeed, the wavelength of SPPs is given by the relation $\lambda_{\text{SPP}} = (\Lambda / \sqrt{i^2 + j^2}) \text{Re} \sqrt{\epsilon_d \epsilon_{\text{Au}} / (\epsilon_d + \epsilon_{\text{Au}})}$ [15–17], which implies that for Au-air and Au-CaF$_2$ interfaces the SPP wavelength is $\lambda_{\text{SPP}} = 2.005$ $\mu$m and $\lambda_{\text{SPP}} = 2.807$ $\mu$m, respectively. Since $|\epsilon_{\text{Au}}| \gg \epsilon_d$, $\lambda_{\text{SPP}}$ is only slightly larger than $\lambda_W$. The extended SPP resonances are significantly weaker in the experimental measure-
Fig. 9.4: Simulated spatial profiles of the electric field for $\theta = 0$ and $\theta = 90^\circ$. Panels a, b, c, and d show the field profiles at a wavelength of 3.9 $\mu$m (corresponding to peak A in Fig. 9.3b), while panels e, f, g, and h show the field profiles at a wavelength of 5.75 $\mu$m (corresponding to peak B in Fig. 9.3b). The electric field is normalized to the amplitude of the incident plane wave.
Fig. 9.5: Simulated spatial profiles of the electric field at the isosbestic point ($\lambda = 4.75 \, \mu m$, corresponding to point I in Fig. 9.3b) for $\theta = 0^\circ$, $\theta = 45^\circ$, and $\theta = 90^\circ$. The electric field is normalized to the amplitude of the incident plane wave.

In contrast, peaks A and B result from local surface plasmon resonances in the shorter and longer arms of the asymmetric aperture, respectively. More specifically, they correspond to the cut-off wavelength of the waveguide modes supported by the cruciform apertures. This interpretation is further supported by the fact that the simulated spectra for the symmetric apertures are polarisation-independent as in this case the two modes are degenerate. Importantly, since the properties of these modes are defined entirely by the shape of the apertures, the corresponding transmission depends only on the optical coupling between these modes and the incoming plane wave and as such it is not affected by the roughness of the top surface of the metallic film. The amplitudes of...
the measured LSP transmission peaks A and B are suppressed by comparison with the
simulated peaks due to similar loss processes which suppress the extended SPP modes
as described above. Structural variations introduced by the fabrication process may also
play a role.

Figures 9.4 and 9.5 show the simulated field distributions within the apertures
which help confirm that the interpretation of peaks A and B corresponding to LSP
resonances is correct. The field profiles correspond to a depth of half of the thickness
of the Au film. Figure 9.4 shows the field distributions at polarisation angles of $\theta = 0$
and $\theta = 90^\circ$ at the two transmission peaks in Fig. 9.3b. The field profiles in panels
(a)–(d) in Fig. 9.4 illustrate the in-plane electric-field components at $\lambda = 3.9 \mu m$
(corresponding to peak A), while panels (e)–(h) in this same figure show the field profiles
at $\lambda = 5.75 \mu m$ (corresponding to peak B). From these simulations it is clear that peak
A occurs due to the resonant excitation of a waveguide mode that is primarily polarised
transverse to the shorter, y-oriented arm of the aperture (as shown in 9.4a). Similarly,
peak B corresponds to the cut-off wavelength of a waveguide mode with polarisation
primarily transverse to the longer, x-oriented arm (as shown in 9.4h). Switching be-
tween these two modes is accomplished by changing the polarisation of the incident
plane wave. It should be noted that these LSP resonances do not correspond to the cut-
off modes of the separate arms of the cruciform apertures, as in this case the cut-off
wavelength would obey the relation $\lambda_c < 2\max(L_x, L_y)$. Importantly, this result sug-
gests that the wavelength of the transmission peaks can be readily tuned over a wide
spectral range by simply changing the shape of the apertures.

Figure 9.5 shows the in-plane electric field distributions at the transmissive isos-
bestic point in the simulations (Fig. 9.3b), $\lambda = 4.75 \mu m$, at polarisation angles of
$\theta = 0$, $\theta = 45^\circ$, and $\theta = 90^\circ$. Unlike the fields corresponding to transmission maxima,
the fields calculated at the isosbestic point do not have a predominant polarisation state.
This phenomenon also explains why such an isosbestic point exists. Thus, if $T_x(\lambda)$ and
$T_y(\lambda)$ denote the transmission spectra corresponding to an incident plane wave polar-
ized along the x- and y-axis, respectively, and it is assumed that there is a wavelength,
$\lambda_0$, for which $T_x(\lambda_0) = T_y(\lambda_0)$, then, at $\lambda = \lambda_0$, the total transmission corresponding to
the polarisation angle $\theta$ is $T(\lambda_0) = T_x(\lambda_0) \cos^2 \theta + T_y(\lambda_0) \sin^2 \theta$, i.e., it is independent
of the polarisation angle $\theta$. In other words, despite the fact that the plasmonic metasur-
fase is anisotropic, at $\lambda = \lambda_0$ it is optically isotropic. A similar argument holds for the
isosbestic points in the reflection and absorption spectra, although the wavelength at
which the reflectivity coefficients, $R_x(\lambda)$ and $R_y(\lambda)$, and the absorption components,
$A_x(\lambda)$ and $A_y(\lambda)$, are mutually equal would differ in the three cases. This is an expected
result as the total transmission and reflection coefficients and, implicitly, the total ab-
sorption, depend in a intricate way on the reflection and transmission coefficients at the
Fig. 9.6: $L_y$-dependence of the wavelength of the LSP transmission resonances $A$ (blue) and $B$ (red), and the isosbestic point $I$ (green). Filled points are experimental data; unfilled points are data from simulations. Error bars in $L_y$ correspond to the standard deviation of the fabricated device dimensions. Experimental measurements were performed at the London Center for Nanotechnology by P. Thompson.

top and bottom facets of the metal film as well as the coupling coefficients between the LSPs excited in the cruciform apertures and the incoming/outgoing plane waves [15]. Going back to the analogy with physical chemistry, the plasmonic metasurface can be viewed as a 2D distribution of meta-molecules whose polarizability, at the isosbestic point, is independent on polarisation.

In order to further validate the interpretation of the physical origin of the resonant peaks, the spectral location of the resonant peaks $A$ and $B$, as well as that of the isosbestic point $I$ for several values of $L_y$ are plotted in Fig. 9.6. As expected, peak $A$ (the shorter wavelength peak) shifts to longer wavelengths as the length, $L_y$, of the shorter arm increases, whereas peak $B$ (the longer wavelength peak) is invariant with $L_y$. Also, as the length of $L_y$ increases, the cruciform apertures tend toward symmetry in $L_x$ and $L_y$. Thus peaks $A$ and $B$, and the isosbestic point $I$, tend to converge toward a single peak with the amplitude of peak $A$ increasing (due to an increasing area of the optical mode) and the amplitude of peak $B$ decreasing. Also plotted in Fig. 9.6 are the results of the simulations for varying $L_y$. The values of $L_x$, $g_x$, and $g_y$ used in the simulations are given by the mean of all these values across all the arrays, as measured by SEM. The results of the numerical simulations agree well with the experimental data, using a single value of the damping frequency $\gamma = 6.08 \times 10^{13}$ s$^{-1}$. This confirms the physical
interpretation of the features observed in the experimental spectra.

These findings suggest that the functionality of the proposed plasmonic nanostructures can be greatly enhanced by interspersing arrays whose unit cell consist of cruciform apertures with different sizes or, more generally, apertures with different other shapes. Since the transmission maxima of the arrays and their optical reflectivity are determined solely by the frequency of the corresponding LSP resonances, the spectral optical response of these plasmonic nanostructures can be tailored for specific applications, allowing one to explore new designs of frequency-agile metasurfaces with enhanced functionality. One such potential application is to broadband negative index metamaterials. Specifically, it has been demonstrated that by layering 2D plasmonic arrays of symmetric crosses and dielectric thin-film spacers one obtains metamaterials with a negative index of refraction [6]. In this connection, the study present in this chapter suggests that employing plasmonic arrays made of asymmetric crosses opens up the possibility of achieving negative index of refraction over a broad frequency domain. Moreover, the frequency of LSP resonances changes significantly with the index of refraction of a chemical substance filling the apertures, an effect that can be used to develop new plasmonic-based nanodevices for parallel, on-chip sensing for chemical and biomedical applications. In particular, it has been recently demonstrated [23] that molecules deposited on an optically thick metallic film perforated by a periodic array of holes can dramatically affect the transmission spectra, at wavelengths at which they are strongly absorbent, an effect called absorption induced transparency. In this connection, it can be readily understood that these plasmonic structures can be used as tunable surface filters for chemical or biological analysis.

9.4 Using Plasmon Resonances to Enhance Absorption in Metasurfaces

Another important application of the high field enhancement achievable in nano-patterned plasmonic metasurfaces is the ability to increase the total absorption of such structures. As it is well known, the absorbed electromagnetic power in a material is directly proportional to the square amplitude of the electric field in that material [24] (also see appendix D). Consequently, our plasmonic metasurfaces can be used to both enhance and control the amount of absorption in such structures. This has major practical implications in developing new metamaterials with enhanced absorption such as, for example, new photovoltaic devices [25, 26].

To investigate this effect, a new set of devices was fabricated. Thus, the metasurfaces shown in Fig. 9.2 were covered with a 100 nm thick layer of poly(methyl methacrylate) (PMMA). The covering process employed the spin coating method to
ensure that the PMMA layer is uniformly distributed on top of the Au layer while completely filling the cruciform apertures. These samples were then analysed using FTIR microscopy, as before. The fabrication and experimental analysis of the PMMA devices were carried out at the London Centre for Nanotechnology by E. Osley.

Due to its molecular structure, PMMA shows an absorption peak at 5.783 µm, which corresponds to the resonant absorption of the carbon-oxygen double bond [27]. It was already shown in Fig. 9.6 that the spectral position of the transmission peaks in cruciform apertures can be easily tailored throughout the infrared spectrum. At the same time, Fig. 9.4 indicates that the peak in transmission is due to a strong field enhancement inside the apertures, caused by the excitation of localised plasmon resonances. By combining these two phenomena it can thus be possible to control, as well as enhance, the absorption, transmission and reflection characteristics of PMMA coated metasurfaces.

In order to find the appropriate geometrical parameters for the new devices, one of the two spectral peaks of a cruciform array needs to be matched to the absorption peak of PMMA. Numerical simulations based on the RCWA were performed in order to determine the proper parameters required for the new apertures. In order to accurately model the absorption of the carbon-oxygen double bond, the transmission of a 100 nm thick PMMA slab was experimentally determined. Transmission through the same structure was then numerically calculated. The imaginary part of the refractive index of PMMA was modelled using the Lorentzian function:

$$\text{Im}[
u_{PMMA}(\lambda)] = \frac{2A}{\pi} \left[ \frac{\gamma}{(\lambda - \lambda_0)^2 + \gamma^2} \right]. \quad (9.9)$$

By tuning the parameters of Eq. (9.9) it was possible to obtain a very good fit of the
Fig. 9.8: Top panels show numerical results for transmission, reflection and absorption of a PMMA coated cruciform apertures (solid lines) and an identical aperture with PMMA treated as a non-absorbing dielectric (dashed lines). Bottom panels show the experimentally measured values for a PMMA coated structure with the same geometry. Experimental data was obtained at the London Centre for Nanotechnology by E. Osley.

experimentally measured transmission spectra for $A = 21.6$ nm, $\gamma = 46.5$ nm and $\lambda_0 = 5.783 \mu m$. Figure 9.7 summarises our results.

Using this accurate model of the absorption in the PMMA, it is possible to numerically find the transmission, reflection and absorption spectra of PMMA coated cruciform apertures. The numerical results showed that for an asymmetric cross with geometrical parameters $L_x = 1.731 \mu m$, $L_y = 1.185 \mu m$, $g_x = 0.471 \mu m$ and $g_y = 0.265 \mu m$, the wavelength of the transmission peak $B$ exactly matches the wavelength of the PMMA C=O bond absorption peak. A sample with these geometrical parameters was then fabricated and analysed using FTIR.

Figure 9.8 shows the results of the numerical and experimental investigations. The presence of the PMMA layer has a significant effect on the spectral shape of the plasmon resonance. The transmission through the apertures decreases due to the PMMA coating and is also strongly influenced by the intensity of the field, as expected. Thus, for $\theta = 90^\circ$ polarisation, for which the uncoated structure has a maximum transmission at this wavelength, the transmission is decreased by almost 15%. However, for the $\theta = 0$ polarisation, the decrease in transmission is only about 1%. In the case of the reflection coefficient, the decrease in transmission is accompanied, as expected, by an increase in reflection. Remarkably, however, at a polarisation angle of $\theta \approx 20^\circ$, the trend reverses and the reflection decreases compared to the reflection of an uncoated aperture. This effect has an interesting consequence. Close to the $\theta = 20^\circ$ polarisation,
the reflection spectra of the PMMA coated structures becomes identical to the reference spectra of the apertures with no PMMA absorption.

The third plot in Fig. 9.8 shows that the PMMA coating has a large effect on the absorption as well. As the polarisation angle approaches $\theta = 90^\circ$, the relative absorption increases. This agrees well with the original assumption that the stronger field enhancement at the resonant wavelength and polarisation angle will lead to a higher absorption in this structure. It is worth mentioning here that these results were obtained for a single structure that was designed so that the second resonant peak of the cruciform aperture would be located at the same wavelength as the PMMA absorption peak. With further tailoring and more complex geometries it can be possible to build new designs with an even higher increase in absorption as well as the ability for fine tuning of the absorption, the reflection and transmission by simply changing the polarisation of the incoming light. Finally, it is important to note that Fig. 9.8 also shows a very good agreement between the numerical and experimental data.

9.5 Conclusions

In summary, in this chapter, a comprehensive theoretical and experimental study of optical properties of plasmonic metasurfaces characterized by strong form-anisotropy of the unit cell was presented. In particular, it has been demonstrated that the excitation of LSP resonances strongly affects the transmission spectra of the plasmonic nanostructure by providing polarisation-dependent transmission channels. This feature allows the transmission properties of the plasmonic arrays to be readily tuned by properly engineering the shape and size of the unit cell of the array. These findings can foster exciting new applications in nanophotonics and plasmonics, including frequency-agile surfaces, polarisation-selective absorbers, strongly anisotropic metamaterials, plasmonic-based sensors for chemical and biomedical applications, and broadband negative index metamat-terials.

At the same time, it was shown that PMMA coated plasmonic metasurfaces can further enhance the resonant effects in anisotropic surface gratings, leading to increased absorption. As such, this property could be employed in applications where high field concentration and high absorption are required such as, for example, new plasmon based photovoltaic devices. It also becomes clear that these designs could potentially be employed in non-linear optical devices either by relying on surface second harmonic generation or by using a bulk non-linear material. Such efforts could lead to new physical insight into the properties of metasurfaces, including the design of metasurfaces with externally tuneable effective non-linear properties.
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Chapter 10

Second Harmonic Generation in Plasmonic Metasurfaces

10.1 Introduction

As discussed in Chapter 2, there is a high degree of interest in non-linear effects in nano-patterned metasurfaces and their technological applications. In this chapter, a theoretical and numerical study of second harmonic generation in chiral metasurfaces will be presented and the results compared to experimental findings. The first part of the chapter will present the results of a computational analysis of the spatial distribution of the local field enhancement at the fundamental frequency. The numerical maps of the local field enhancement at the fundamental frequency will be shown to match the experimental mapping of SHG sources. Consequently, this analysis proves that the origin of the SHG can unambiguously be attributed to maxima of the surface charge density, which in turn depend on the geometry of the structures. These results suggest that SHG microscopy can be used efficiently for mapping the local field enhancement in nanostructured metamaterials [1].

In the second part of the chapter an example of how SHG microscopy can be used to investigate complex electromagnetic phenomena in metasurfaces, at the nanoscale, will be given. Specifically, it will be demonstrated how numerical simulations confirm that surface non-linear effects can be studied using the magnetisation-induced second harmonic generation (MSHG) microscopy. Thus, it will be shown, through a mix of numerical results validated by experiment, that surface plasmons can create asymmetries in the rotational dependence of the MSHG signal, which can reveal the direction of the magnetization in nanostructures made of nickel [2].
10.2 The Origin of Second Harmonic Generation in Chiral Optical Metamaterials

To understand the origin of SHG in metallic gratings we need to consider the polarisation at the second harmonic. As previously mentioned, this polarisation can be written as the sum of two contributions:

\[ P_i(2\omega) \propto P_i^s(2\omega) + P_i^b(2\omega) = \epsilon_0 \chi_{ijk}^{(2)} E_j(\omega) E_k(\omega) + \epsilon_0 \chi_{ijkl}^{(3)} \nabla_k E_l(\omega), \quad (10.1) \]

where \( \chi_{ijk}^{(2)} \) and \( \chi_{ijkl}^{(3)} \) are second- and third-rank susceptibility tensors, respectively, while \( i, j \) and \( k \) represent any of the Cartesian coordinates \( x, y \) and \( z \). The first polarisation term in Eq. (10.1) is the *surface-specific* electric dipole contribution, indicated by the index \( s \). The second polarisation term in Eq. (10.1) includes the *bulk-specific* electric quadrupole and magnetic dipole contributions, indicated by the index \( b \). In isotropic media, the latter takes the following form [3]:

\[
P_b(2\omega) = \epsilon_0 \left( \chi_{xxxx} - \chi_{xyyx} - \chi_{xxxy} - \chi_{xyxy} \right) \sum_i \hat{e}_i E_i(\omega) \nabla_i E_i(\omega) 
+ \epsilon_0 \frac{\chi_{xyyx}}{2} \nabla [E(\omega) \cdot \nabla E(\omega)] + \epsilon_0 \chi_{xxyy} E(\omega) [\nabla \cdot E(\omega)] + \epsilon_0 \chi_{xyxy} E(\omega) [\nabla \cdot E(\omega)].
\]

If metals are considered, this relation can be written as [4]:

\[
P_b(2\omega) \propto \chi_{xyyx} [E(\omega) \cdot \nabla] E(\omega) + \chi_{xxyy} E(\omega) [\nabla \cdot E(\omega)].
\]

If we assume that \( E_{\text{local}}(\omega) = L(\omega) E(\omega) \), where \( L(\omega) \) represents the local field factors for the fundamental frequency [3], it then follows that, for the dipolar contributions:

\[ P_i^{s,\text{local}} \propto L(2\omega) \chi_{ijk}^{(2)} E_j,\text{local}(\omega) E_k,\text{local}(\omega) \propto L(2\omega) L^2(\omega) P_i^s(2\omega), \quad (10.4) \]

where \( L(2\omega) \) represents the local field factors at the SH. The local field factors \( L(\omega) \) and \( L(2\omega) \) contain the contributions from plasmonic excitations, such as those observed in our nanostructures. Furthermore, for the quadrupolar contributions:

\[
P_i^{b,\text{local}}(2\omega) \propto L(2\omega) \chi_{xyyx} [L(\omega) E(\omega) \cdot \nabla] L(\omega) E(\omega) 
+ L(2\omega) \chi_{xxyy} L(\omega) E(\omega) [\nabla \cdot L(\omega) E(\omega)].
\]

Combining Eqs. (10.4) and (10.5), we obtain:

\[ P_{\text{local}}(2\omega) = L(2\omega) L^2(\omega) P(2\omega). \quad (10.6) \]
And henceforth, the intensity at the second harmonic can be expressed as:

\[ I(2\omega) \propto |L(2\omega)L^2(\omega)P(2\omega)|^2. \]  \hspace{1cm} (10.7)

This relationship implies that, in metal nanostructures, we expect a correspondence between the distribution of local field enhancement at the fundamental frequency and the SHG sources.

One of the main difficulties in characterizing the SHG from metallic nanoparticles stems from the fact that the SHG can be the result of several competing contributions, such as electric dipoles, magnetic dipoles and electric quadrupoles, as well as higher-order effects. In centrosymmetric materials, the (local) bulk electric dipole contribution to the SHG cancels and, therefore, the leading-order sources of the SHG are surface electric dipoles and the (nonlocal) contributions from bulk magnetic dipoles and electric quadrupoles. In metallic nanostructures, the local field enhancement and the corresponding large spatial variation of the field distribution increase the contribution to the SHG of both the surface and bulk components. Large multipolar contributions have thus been observed in plasmonic \( L \)-shaped [5] and \( G \)-shaped [6] metal nanostructures. Contributions from octupoles to the SHG signal of gold nanoparticles with size of \( \approx 100 \) nm have also been reported [7]. In this connection, a theoretical model that attributes most SHG to the bulk sources, thus explaining the enhancement of multipolar contribution to the SHG, has been proposed [8]. However, this same issue of surface versus bulk contribution to the SHG in nanostructured metal films has been previously investigated, the conclusion of this study being that the surface contribution dominates [9]. While the distribution of the local field enhancement at the fundamental frequency undoubtedly plays a role in the SHG response, both these studies lack an experimental mapping of the near-field distribution at the second harmonic.

The relationship between the local field enhancement at the fundamental frequency and the SHG in chiral metamaterials has not been unambiguously demonstrated yet. Because of the large dielectric constant of most metals, the near-field distribution in metallic nanostructures is extremely inhomogeneous. In previous theoretical studies the local field enhancement and spatial field inhomogeneity have been taken into account, for instance, when calculating the SHG response of spherical particles [10]. Numerical simulations based on the multiple scattering approach, for example, can rigorously provide the spatial variation of the fundamental frequency and the second harmonic fields at nanoscale although, in some cases, they can be time consuming and computationally demanding. To validate these numerical algorithms, however, it is essential to develop alternative, experimental techniques, which then are to be used in conjunction with numerical methods to explore nonlinear optical effects at the nanoscale.
10.3 Numerical Simulations and Experimental SHG Microscopy

The plasmonic structures being investigated are shown in Fig. 10.1. In Fig. 10.1a and Fig. 10.1b, the geometry of the G-shaped and mirror-G-shaped nanostructures, respectively, can be seen. The substrate consists of a single crystalline Si layer topped by a 100 nm thick SiO\textsubscript{2} layer. The Au structures have a thickness of 25 nm and are grown on top of the silica. A 3 nm thick layer of Ti assures adhesion between the Au and the substrate. The transverse profile of the structures is illustrated in Fig. 10.1c. The samples were fabricated and experimentally investigated at the Katholieke Universiteit Leuven. The experimental SHG field distribution was achieved using a confocal scanning microscope with a fundamental excitation wavelength of 800 nm.

Numerical characterisation of the chiral metasurfaces was performed using two complementary approaches. The first one maps the distribution of fundamental surface currents in the structures and employs the MAGMAS solver. MAGMAS is a numerical software tool, originally developed at the Katholieke Universiteit Leuven, for electromagnetic problems in the microwave and millimeter wave frequency bands [11, 12].

In the second approach, the near-field distribution at the fundamental frequency was investigated using RSoft’s DiffractMOD [13] which is based on the RCWA. In the simulations numerical convergence has been reached when \( N = 17 \) diffraction orders were used [see Sec. 9.2] for each transverse dimension, which amounts to \( M = (2N + 1)^2 = 1225 \) Fourier modes. Moreover, it was assumed that the dielectric constant of gold is described by the Lorentz-Drude model. The simulations have shown that the Ti adhesion layer does not affect the field distribution at the surface of the metallic structures although, as expected, it leads to larger overall absorption in the structure. This increase can be explained by the presence of the thin metallic layer of Ti which, coupled with the resonant surface plasmon modes, leads to increased metallic absorption. Figure 10.2 illustrates this result.

For these structures, under the influence of linearly polarized light, SHG microscopy reveals four hotspots that are positioned along the diagonals in Fig. 10.3c.

![Fig. 10.1: Four-fold symmetry chiral (G-shaped) metasurfaces. Panels (a) and (b) show the surface pattern. Panel (c) gives a depth profile. The samples were prepared at the Katholieke Universiteit Leuven by V. Valev et al. For more details, see Ref. [1].](image-url)
and Fig. 10.3d. This result has already been reported, though the precise location of the hotspot on the structures was not clear [14].

Figure 10.3e and Fig. 10.3f show the numerical maps of the current distribution at the surface of the nanostructures, calculated using MAGMAS. In each case, the strongest field enhancements are situated in four regions that correspond to the SHG hotspots. Because these simulations do not take into account the dielectric, the substrate, and the Ti adhesion layer, their agreement with the SHG results demonstrates that the electromagnetic behavior of the gold nanostructures is the main cause for the SHG signal. Moreover, numerical simulations of the electric fields at the fundamental frequency in Fig. 10.3g and Fig. 10.3h are in remarkable agreement with both MAGMAS simulations and the SHG microscopy. For better comparison with the SHG, the DiffractMOD results show the squared electric fields at the surface of the nanostructures. The agreement between the experimental results at the second harmonic and both simulations at the fundamental frequency can also be observed for right-hand circularly polarized light, Fig. 10.3i to Fig. 10.3n, as well as for left-hand circularly polarized light, Fig. 10.3o to Fig. 10.3t. It should be noted that for circularly polarized light, there is a large circular dichroism effect both in the SHG and in the simulations. In fact, this effect regarding SHG has previously been reported, though, as with linearly polarized light, the location and origin of the hotspot patterns was ambiguous.

It should be noted that both the MAGMAS and the DiffractMOD simulations were performed with a linearly polarized light and did not take into account the tight beam focusing of the beam. More specifically, the incident beam was assumed to be a plane wave. In the case of the simulations performed using DiffractMOD, field profiles for
the circular polarisation were obtained by combining the results of two independent simulations with $x$ and $y$ linear polarisation, respectively. Thus, the field amplitude in the case of circularly polarised light can be written [15]:

$$U_j^{\text{circular}} = U_j^{(x)} \pm i U_j^{(y)},$$  \hspace{1cm} (10.8)

where $U$ is either of the electric or magnetic fields, $j$ is one of the three Cartesian coordinates $x$, $y$ or $z$ and the superscripts $x$ and $y$ denote the direction of linear polarisation. The choice of plus or minus in Eq. (10.8) correspond to left or right circular polarisation, respectively, when looking into the beam. The agreement between simulations
Fig. 10.4: Magnetic fields at the surface of the gold nanostructures also match the distribution of SHG sources. In (a), (c) and (e), magnetic field intensity in G-shaped nanostructures, for linearly, right-hand circularly and left-hand circularly polarized light, respectively. In (b), (d) and (f), magnetic field intensity in mirror-G-shaped nanostructures, for linearly, right-hand circularly and left-hand circularly polarized light, respectively. The white lines are guides to the eye, highlighting the correspondence to the SHG microscopy patterns.

and experimental results clearly demonstrates that the tight focusing does not represent a crucial factor, which is explained by the fact that the hotspot formation is chiefly a near-field effect. The simulations results in Fig. 10.3 pinpoint the exact location of the hotspots on the structures and establish a clear relationship between the location of the second harmonic sources and local field enhancements of the electrical currents and field, at the fundamental frequency.

In optical metamaterials, it was suggested that larger SHG signals could be detected when magnetic-dipole resonances are excited, as compared with purely electric-dipole resonances [39]. In order to investigate the magnetic fields at the fundamental optical frequency in the G-shaped nanostructures, DiffractMOD simulations were performed and the resulting maps are shown in Fig. 10.4. Starting with the G-shaped nanostructures, as it can be seen for linearly, right-hand circularly and left-hand circularly polarized light in Fig. 10.4a, Fig. 10.4b, and Fig. 10.4c, respectively, the maxima of the magnetic field intensities correspond to the SHG microscopy patterns, indicated with white lines. This same correspondence is also observed with the mirror-G-shaped nanostructures, in Fig. 10.4d, Fig. 10.4e, and Fig. 10.4f.

These results demonstrate that the sources of SHG in these structures coincide with the locations of large local field enhancements at the fundamental frequency. From a practical point of view, this data demonstrate that SHG microscopy constitutes an
Fig. 10.5: Magnetization-induced second harmonic generation is measured in four-fold symmetric magnetic, plasmonic nanostructures. (a) and (b) are magnetic force microscope images of the sample structures. The yellow-blue contrast reveals typical in-plane magnetization for $B=+25\,\text{mT}$ and $B=-25\,\text{mT}$, respectively. In (c), second harmonic microscopy shows plasmonic local field enhancements at 800 nm. The direction of polarization is indicated with an arrow. In (d), the geometrical structures of the unit cell is superimposed on the SHG micrograph in order to illustrate the origin of the SHG hotspots. In (e) and (f), spatial distribution of the intensity of the magnetic and electric fields, respectively, upon excitation of the sample with 800 nm light. SHG microscopy results were obtained at the Katholieke Universiteit Leuven by V. K. Valev et al.

effective imaging method for mapping local field enhancements in metamaterials. This new visualisation tool is important because it can be instrumental in exploring the novel properties of chiral optical metamaterials.

10.4 Second Harmonic Generation in Nickel Chiral Metasurfaces

A similar structure to the one described in the previous section was also investigated using numerical techniques and SHG microscopy. In this case, the Au surface features were replaced by structures made of nickel. Nickel is known to be a good plasmonic material [16, 17] and, unlike the noble metals, also exhibits strong magnetisation. In these samples, the presence of plasmons is directly evidenced by means of SHG microscopy images. These images are collected using an identical process to the one described in Sec. 10.3.

The field profile shows four hotspots within the unit cell of four Gs. While this unit cell is indicated with a red rectangle in Fig. 10.5a and Fig. 10.5b, it is indicated with a white rectangle in Fig. 10.5c. For clarity, in Fig. 10.5d the geometry of the unit cell is reproduced over the SHG micrograph. In this manner, the origin of the hotspots is revealed. The hotspots themselves are due to localised field enhancements that result in localised SHG sources. The field enhancements are a consequence of localized plasmons in the Ni nanostructures, in agreement with numerical simulations.
Fig. 10.6: MSHG intensity as a function of the azimuthal sample rotation angle for G-shaped (a) and mirror G-shaped (b) metasurfaces. The samples are placed in an external magnetic field which is switched between $-153$ mT (black) and $+158$ mT (red). The measurements were performed at the Katholieke Universiteit Leuven by V. K. Valev et al.

of both the optical frequency magnetic (Fig. 10.5e) and electric (Fig. 10.5f) fields. The simulations are performed using RSoft DiffractMod, numerical convergence being reached if $N = 18$ diffraction orders are used for each transverse dimension. The dielectric constant of Ni is described by the Lorentz-Drude model, with the interband effects being characterized by a superposition of four Lorentzians.

The samples were placed in an external magnetic field $B$ which was applied in the plane of optical incidence. The samples were then rotated around the $z$ axis (azimuthal rotation). According to Eq. 2.72 the orientation of the magnetic field will directly affect the second harmonic field intensity due to MSHG. This effect is shown in Fig. 10.6 wherein $B$ is switched from $-153$ mT to $+158$ mT. The MHSG intensity shows a corresponding switch between the two case, as theoretically predicted. Furthermore, it can be seen in Fig. 10.6 that the position of the resonant peaks is dependent on the sample rotation angle. This can be explained by the fact that in our samples, light waves couple to plasmon modes that depend on the geometry of the nanostructures. Rotating the samples changes the orientation of the structures with respect to the direction of optical polarisation. Consequently, the total MSHG intensity can exhibit local maxima depending on whether or not plasmon modes are addressed along that particular location. Thus, it can be said that MSHG can be used to reveal the direction of magneti-
sation in asymmetric metasurfaces made of nickel, as a direct result of the excitation of surface plasmon modes.

10.5 Conclusions

In conclusion, numerical simulations were used to show that the local field enhancement at the fundamental frequency matches the distribution of hot-spots in SHG from metallic metasurfaces. Consequently, it was shown that SHG microscopy can accurately map the SHG sources of a nanostructure. These results are also in good agreement with the existing theoretical framework for SHG enhancement from local field factors. The numerical simulations presented here could be extended to the second harmonic response in order to reproduce the overall SHG intensity for different polarisation cases.

Also, it was shown that the MSHG effect leads to a change in the intensity of the second harmonic wave in metasurfaces made of nickel. This change is also strongly affected by the coupling of surface plasmon modes and, as a result, MSHG can be employed to determine the direction of magnetisation in magnetic nanostructures. This result suggests that it is possible to build nano-patterned metasurfaces wherein the effective linear and non-linear properties can be externally controlled using the magneto-optic effect.
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Chapter 11

Zero-$\bar{n}$ Bandgaps in Photonic Supperlattices containing Negative Refractive Index Materials

11.1 Introduction

One important type of photonic crystal can be obtained by cascading alternating layers of NIMs and positive index materials (PIMs) [1–3]. This photonic structure (example shown in Fig. 11.3) has unique optical properties, including complete photonic bandgaps [4] and phase-invariant field for cloaking applications [5]. Moreover, these binary photonic structures have an omnidirectional bandgap that is insensitive to wave polarization, incidence angle, structure periodicity, and structural disorder [6]. The existence of such a gap is because the path-averaged refractive index is equal to zero within a frequency band [1–3]. Specifically, at this frequency the Bragg condition, $k\Lambda = (\bar{n}\omega/c)\Lambda = m\pi$, is satisfied for $m = 0$, irrespective of the period $\Lambda$ of the superlattice; here, $k$ and $\omega$ are the wavevector and frequency respectively, and $\bar{n}$ is the averaged refractive index. Because of this property this photonic bandgap is called zero-$\bar{n}$, or zero-order bandgap [3].

Near-zero index materials have a series of exciting potential applications, such as beam self-collimation [7], extremely convergent lenses and spontaneous emission control [8], strong field enhancement [9], and cloaking devices [5]. The vanishingly small value of the refractive index of near-zero index materials and their large phase velocity can reshape electromagnetic phase fronts emitted by optical antennas [10] or, for highly-directive antennas, transfer near-field phase information into the far-field. At the near-zero index regime the electromagnetic field has an unusual dual character, i.e., it is static in the spatial domain (phase difference between arbitrary spatial locations is equal to zero) while remaining dynamic in the time domain, thus allowing energy transport. Nevertheless, perhaps the most important application of near-zero
index materials is to optical links in lumped nanophotonic circuits [11]. In particular, chip-scale optical interconnects or interferometers that can guide light over hundreds of wavelengths without introducing phase variations can be effectively used to reduce unwanted effects of frequency dispersion. This remarkable property has other exciting technological applications to photon delay lines with zero phase difference, information processing devices, and new optical phase control and measurement techniques.

Through the use of finite difference time domain (FDTD) simulations, the existence of the zero-\(\bar{n}\) is verified in a PIM-NIM stacked Si waveguide. This same method will also be employed to show that the photonic bandgap is robust against structural disorder.

11.2 The Finite-Difference Time-Domain Method

There are several numerical methods widely used to study the propagation of electromagnetic waves through complex structures. Two of these methods have already been discussed, namely, the multiple scattering matrix method and the rigorous coupled-wave analysis method. One of the drawbacks of both these methods is that they solve Maxwell’s equations in the frequency domain. While the MSM method can be extended to the time domain, it still relies on solving what is essentially a frequency domain problem. One of the most popular and widely used numerical algorithms in electromagnetism, which operates in the time domain is the finite-difference time-domain method (FDTD) [12]. Since FDTD is a time-domain algorithm, it allows one to investigate the dynamics of the electromagnetic field and, implicitly, its spectral content. FDTD simulation can cover a very wide frequency range with a single computational run by using a very narrow temporal pulse as a source. A brief overview of the FDTD formalism will be given in this section and its advantages over frequency based solvers as well as several of its limitations will also be discussed.

Finite-difference time-domain is a time-stepping algorithm that uses a leap-frog type iteration to update the values of the electric and magnetic field at different time steps and throughout the entire computational grid. To do this, in the FDTD approach, the spatial domain is split into parallelepipedic unit cells known as Yee cells [13]. Figure 11.1b shows the standard cartesian Yee cell. The numerical values of the electric field are calculated in the centre edges of the cell while the magnetic fields are calculated at the centre faces of the cell. It is interesting to note that in this approach, two interspersed spatial grids are actually employed. One contains the electric field components on its edges, while the other contains the components of the magnetic field. This spatial discretisation method is known as the staggered-grid approach.

To better understand the mathematical formalism employed in the FDTD method, consider the simple one dimensional case of a wave propagating along the \(x\)-axis in a
non-dispersive dielectric medium with permittivity $\varepsilon$ and permeability $\mu$. Figure 11.1a illustrates this physical setting. Assuming an electric field polarisation along the $y$-axis, the one dimensional wave equation can be written:

$$\left( \frac{\partial^2}{\partial x^2} - \frac{1}{\varepsilon \mu} \frac{\partial^2}{\partial t^2} \right) U = 0, \quad (11.1)$$

where $U$ can be either $E_y$ or $H_z$. Equation (11.1) can be written as two separate, first order, partial differential equations:

$$\frac{\partial E_y}{\partial x} = -\mu \frac{\partial H_z}{\partial t}, \quad (11.2a)$$
$$\frac{\partial H_z}{\partial x} = -\varepsilon \frac{\partial E_y}{\partial t}. \quad (11.2b)$$

By using the Yee grid in Fig. 11.1a, Eqs. (11.2) can be written as a set of discrete equations in time and space:

$$\frac{(H_z)_{m+1/2}^{n+1/2} - (H_z)_{m+1/2}^{n-1/2}}{\Delta t} = -\frac{1}{\mu} \frac{(E_y)_{m+1}^{n} - (E_y)_{m}^{n}}{\Delta x}, \quad (11.3a)$$
$$\frac{(E_y)_{m+1}^{n+1} - (E_y)_{m}^{n}}{\Delta t} = -\frac{1}{\varepsilon} \frac{(H_z)_{m+1/2}^{n+1/2} - (H_z)_{m-1/2}^{n+1/2}}{\Delta x}, \quad (11.3b)$$

where $n$ and $m$ are indices of the time and space steps, respectively, and $\Delta t$ and $\Delta x$ are the time and space step size, respectively. Equations (11.3) reveal how the FDTD iteration process works. At any given time step $n$, the electric field at each point in space can be calculated using the value of the field at the previous time step and the numerical curl of the local spatial distribution of the magnetic field which is known from the previous half-iteration. The calculation of the magnetic field occurs at time step $n+1/2$. This procedure mimics the physical process of a varying electric field giving rise to a
varying magnetic field, which in turn gives rise to a varying electric field, and so on. The start of this iterative process occurs at \( t = 0 \), where the spatial distribution of the electric and magnetic field components is given by the initial condition (e.g. the source used in the simulation).

The question now arises as to how FDTD handles inhomogeneous structures, that is to say, separate areas of space with different electromagnetic properties. Figure 11.1b gives a basic example of this case. At the interface between two media with \( \varepsilon_1, \mu_1 \) and \( \varepsilon_2, \mu_2 \), the linear electromagnetic boundary conditions need to be imposed. More specifically, the tangential components of the electromagnetic fields need to be continuous across the interface. In the simple 1D case, FDTD handles the continuity conditions of the two field components individually on the two separate grids. For example, in the case of the \( E_y \) component, the interface between the two media is considered to lie on the cell boundary of the grid containing the electric field components (i.e. the solid line in Fig. 11.1a). Because this grid interface is shared by the two regions, the continuity of the \( E_y \) component is ensured. Equation (11.3a) can now be used to find the magnetic field in the next half-iteration at the two neighbouring points of the grid. As these points lie on either side of the interface, the value of \( \mu \) is well defined in both cases. The same reasoning is applied for the \( H_z \) component but in this case, the material interface is taken to lie on the cell boundary of the magnetic grid (i.e. the dashed line in Fig. 11.1a). The tangent component \( H_z \) is once again continuous across the interface and the values of \( \varepsilon \) needed for the next iteration are well defined on either side of the interface. In real applications however, it is unlikely that the actual interface will lie on the boundaries of one of the grids, in which case an averaging of the electromagnetic constants of the two media is required for some of the cells close to the interface. This method is also used, for example, when dealing with curved interfaces, such as cylinders or spheres. Because of this, for structures with very fine features, a very high spatial resolution is required. At the same time, the ability to accurately determine the field at an interface, like in the case of the multiple scattering method, is lost. This is one of the disadvantages of the FDTD method.

An important factor to consider when using the FDTD method is the type of boundary conditions imposed at the edges of the system. The FDTD method finds the values of the fields throughout the entire spatial domain at any given time step. As such, the actual domain of simulation needs to be finite and some form of boundary in the case of a propagating wave. Several solutions to this problem exist. In some cases, periodic boundary conditions can be imposed, which means the simulation is limited to the unit cell of the structure being investigated. However, in the case of finite structures, periodic boundary conditions cannot be used. One type of boundary conditions often employed in this case is the perfect metal boundary condition. In this case, the
fields at the boundary are forced to zero in the spatial step outside the boundary, which cuts off the simulation domain. Perfect metallic walls, however, still experience reflection back inside the structure, which can be undesirable. To overcome this problem, a type of boundary layer known as a **perfectly matched layer** (PML) was introduced [15]. Perfectly matched layers act as a perfect absorber with no reflection back into the simulation domain. In the case of FDTD, however, due to the discretisation of space and time, a PML will have to be large enough to fully absorb the wave and only reflect a small part of the field back into the system. In practice, a PML with about 16 unit cells reduces the reflection coefficient to less than $10^{-8}$ [12]. The PML boundaries must be taken far enough from the structure being investigated to prevent any unwanted interference (usually one wavelength is sufficient).

Another important factor to consider in FDTD simulations is the size of the time and spatial discretisation steps, $\Delta t$ and $\Delta x$, respectively. Thus, the numerical stability of the FDTD method is governed by numerical stability is governed by the **Courant-Friedrichs-Lewy** (CFL) condition. This condition requires that, for the simulation to be stable, the time and space step sizes are related by:

$$c\Delta t \leq S\Delta x,$$

where $S$ is known as the **Courant factor**. A well known rule for the Courant factor states that:

$$S < \frac{n_{\text{min}}}{\sqrt{N_{\text{dim}}}},$$

where $n_{\text{min}}$ is the minimum refractive index in the system and $N_{\text{dim}}$ is the number of space dimensions of the simulation. The main implication of this stability condition is that when decreasing the size of the spatial step in order to obtain a higher spatial resolution, the size of the time step also needs to be decreased according to Eq. (11.4), which can lead to a large increase in the computational time, especially in the case of 3D simulations.

### 11.3 Negative Refractive Index in Photonic Crystals

In Chapter 2, the idea that an effective negative refractive index can occur in artificially structured media was discussed. An increasing interest in negative index metamaterials (NIMs) [16,17] has been witnessed over the last years. Metal based NIMs [18–22] have been actively studied due to their unusual physical properties and potential use in many technological applications [23–25]; however, they usually have large optical losses in their metallic components. One method of overcoming this disadvantage of metallic NIMs is to design dielectric structure with negative refraction where the optical losses would be reduced.
The reason behind the existence of media with negative refractive index stems from the definition of the refractive index:

\[ n = \pm \sqrt{\varepsilon \mu}, \]  

where \( n \) is the index of refraction and \( \varepsilon \) and \( \mu \) are the permittivity and permeability, respectively. When \( \varepsilon \) and \( \mu \) are both negative, the minus sign must be taken in Eq. (11.6) and as a result, the refractive index \( n \) will be negative. Achieving negative permittivity and permeability is possible in metallic metamaterials by employing sub-wavelength resonant structures.

However, one can also define the refractive index in terms of the wave vector \( k \) and the group velocity \( v_g \) as [26]:

\[ n = \text{sgn}(v_g \cdot k) \frac{|k|}{c|\omega|}, \]  

a definition that is particularly important in the analysis of the optical properties of periodically structured media. Consequently, a structure in which \( v_g \cdot k < 0 \) will, for all purposes, have negative index of refraction even without the need for negative \( \varepsilon \) and \( \mu \).

Photonic crystals are an example of optical structures in which negative index of refraction can readily be achieved. Thus, PhCs have been shown to exhibit complex photonic bands as a result of their periodicity, a property that leads to negative index of refraction. To understand this concept of negative \( n \) in photonic crystals, we can employ an analysis based on equifrequency surfaces (EFS).

An EFS plots the contour of the wave vector \( k \) for a given frequency \( \omega(k) \). For an isotropic and homogenous material, the dispersion relation \( |k| = n\omega/c \) implies that the EFS contours are circular [28]. This concept is illustrated in Fig. 11.2a. Here, the case of refraction between two isotropic media is plotted. The beam is assumed to be incoming from Material 1 upon Material 2. The continuity of the tangential component of \( k \) at the interface between the two materials (illustrated in Fig. 11.2a by the dashed line) determines the properties of the refracted wave vector. As noted before, the group velocity of light is defined as \( v_g = \nabla_k(\omega(k)) \) where \( \nabla_k = (\partial_{k_x}, \partial_{k_y}, \partial_{k_z}) \). Consequently, the group velocity vector is always perpendicular to the EFS and oriented along the direction in which the frequency, \( \omega(k) \) increases [27]. In Fig. 11.2a, this leads to the well known refraction case between two isotropic materials.

In the case of refraction between an isotropic medium and a PhC, the process is influenced by the presence of the photonic bands in the latter. Fig. 11.2c shows the band structure of a PhC consisting of a triangular lattice of air holes in a InP/GaInAsP/InP slab. Assuming light incident along the \( \Gamma M \) direction, in the frequency ranged marked
Fig. 11.2: Panels a) and b) show EFS diagrams (top) and refraction schematics (bottom) for the conventional case of refraction between two isotropic media and the PhC case of refraction between an isotropic medium and a PhC, respectively. Panel c) shows the photonic band structure of a PhC with a triangular lattice of air holes in a InP/GaInAs/InP slab. All panels after Ref. [27].

by the dashed contour (i.e. the “working area”), the slope of the second (green) band implies that the group velocity should be oriented towards the EFS in the crystal. This effect is illustrated in Fig. 11.2b. Here, it can be seen that negative refraction occurs between the two media. Thus, it can be said that the photonic crystal has an effective refractive index \( n \) which is negative for this particular frequency range. This property of photonic crystals has been investigated theoretically [26,28] and verified experimentally [27,29,30]. The mechanism of negative refraction in PhCs was also used to design a perfectly flat lens [31,32].

Further to this, it can be proven analytically that in an infinite PhC, the sign of
\( \mathbf{v}_g \cdot \mathbf{k} \) is the same as the sign of \( \mathbf{S} \cdot \mathbf{k} \), as \( \mathbf{v}_g \) and \( \mathbf{S} \) are collinear [33]. However, the Poynting vector, \( \mathbf{S} \), is always oriented away from the source. As a result, if \( n < 0 \), which implies \( \mathbf{S} \cdot \mathbf{k} < 0 \) according to Eq. 11.7, the Poynting vector and the wave vector must have opposite orientation. This can only occur if energy and phase propagate in opposite directions, which is one of the defining characteristics of left-handed (negative index of refraction) media [16].

11.4 Existence, Invariance and Robustness against Structural Disorder of Zero-\( \bar{n} \) Bandgaps

The existence of zero-\( \bar{n} \) bandgaps can be demonstrated by considering a 1D photonic crystal with periodic layers of permittivity and permeability, in the \( z \) direction, such that \( \varepsilon(z) = \varepsilon(z + \Lambda) \) and \( \mu(z) = \mu(z + \Lambda) \), where \( \Lambda \) is the period of the layers. The dispersion relation for this structures can then be determined by solving the equation for the electric field [1]:

\[
- \frac{1}{\varepsilon(z)} \frac{d}{dz} \left( \frac{1}{\mu(z)} \frac{dE(z)}{dz} \right) = \frac{\omega^2}{c} E(z). \tag{11.8}
\]

We now seek a solution to Eq. (11.8) with periodicity \( E(z + \Lambda) = E(z)e^{i\kappa \Lambda} \), where \( \kappa \) is the Bloch wave vector. For a one-dimensional (1D) binary periodic lattice, the solution condition implies that the trace of the transfer matrix, \( T \), of a primary unit cell can be expressed as [1, 3]:

\[
\text{Tr}[T(\omega)] = 2 \cos(\kappa \Lambda) = 2 \cos \left( \frac{\bar{n}\omega\Lambda}{c} \right) - \\
\left( \frac{Z_1}{Z_2} + \frac{Z_2}{Z_1} - 2 \right) \sin \left( \frac{n_1\omega d_1}{c} \right) \sin \left( \frac{n_2\omega d_2}{c} \right), \tag{11.9}
\]

where \( n_{1(2)}, Z_{1(2)} \) and \( d_{1(2)} \) are the refractive index, impedance and length of the first (second) layer, respectively.

In the case of impedance matching (\( Z_1 = Z_2 = Z_0 \)), Eq. (11.9) becomes:

\[
\kappa_0 \Lambda = \frac{\bar{n}\omega\Lambda}{c}, \tag{11.10}
\]

which is the dispersion relation of a homogenous medium with average refractive index \( \bar{n} = 1/\Lambda \int_0^\Lambda n(z)dz \). When an impedance mismatch occurs (\( Z_1 \neq Z_2 \)), the dispersion relation is given by:

\[
\kappa_0 \Lambda = \frac{\bar{n}\omega\Lambda}{c} = m\pi, \tag{11.11}
\]

where \( m \) is an integer. This is the well known Bragg condition. It states that for any frequency \( \omega \) where \( n_1d_1\omega/c \) is not an integral multiple of \( m \), Eq. (11.9) will only have
imaginary solutions in $\kappa$, which leads to a photonic bandgap.

When stacking both positive and negative index materials, there is another possibility for achieving a bandgap. Equation (11.9) implies that if the spatially averaged refractive index ($\bar{n}$) is zero, all solutions for the wave vector are imaginary as well, which signifies the presence of a spectral bandgap [1, 3]. This property also implies that the total phase accumulation upon beam propagation in the structure cancels at wavelengths corresponding to the zero-$\bar{n}$ gap [6]. Unlike the bandgaps given by the Bragg condition, this type of bandgap does not depend on the spacing of the layers ($\Lambda$) and will always occur at frequencies for which $\bar{n} = 0$.

The photonic structures examined for the presence of zero-$\bar{n}$ gaps (Fig. 11.3) consist of dielectric PhC superlattices with alternating layers of negative index PhC and positive index homogeneous slabs [3]. The PhC band structure is shown in Fig. 11.4a-b, with geometrical parameters from averaged fabricated samples (hole-to-lattice constant $r/a$ ratio of 0.283 and $a \approx 423$nm). This two-dimensional (2D) hexagonal PhC has a negative index within the spectral band of 0.270 to 0.278, in normalized frequencies of $\omega a/2\pi c$, or wavelengths from 1520 nm to 1566 nm. Moreover, within this operating wavelength range (Fig. 11.4b) the PhC has two TM-like bands, one with positive refractive index and the other one with negative refractive index, and an almost complete TE-like bandgap.

The numerical transmission spectra were determined by using MIT’s MEEP [34], a freely available code based on the finite-difference time-domain (FDTD) method. In all numerical simulations a uniform computational grid of 40 grid points per micron was used. This ensures that a widely used rule-of-thumb for setting the size of the computational grid in FDTD simulations is satisfied, namely, that the smallest characteristic length of the system (in this case, the diameter of the holes) contains at least 10 grid points. The transmission spectra corresponding to a specific geometry of the photonic superlattice have been determined by normalising the transmission spectrum of the photonic superlattice to the transmission spectrum of the homogeneous structure that is obtained by replacing the PhC regions with homogeneous slabs. In all the FDTD-based numerical simulations a pulsed excitation source with central wavelength $\lambda_0 = 1550$ nm and spectral full-width at half-maximum of 90 nm was used. A typical simulation run on 64 Intel Xeon processors was performed in about 7 hours.

A set of three devices of different periods $\Lambda$ were fabricated, with the negative index PhC layer in the superlattice spanning 7, 9, and 11 unit cells along the $z$-axis, so that the thickness of this layer was $d_1 = 3.5\sqrt{3}a$ (2.564 $\mu$m), $d_1 = 4.5\sqrt{3}a$ (3.297 $\mu$m) and $d_1 = 5.5\sqrt{3}a$ (4.029 $\mu$m), respectively. The experiments span 1520 nm to 1620 nm and the negative refractive index band exists for wavelengths up to 1570 nm. The effective refractive index of the PhC region is obtained from the band diagram.
Fig. 11.3: Schematic of a Mach-Zehnder interferometer (MZI) with alternating negative and positive index regions and scanning electron microscope images of the fabricated device. The structure was designed and fabricated as part of a collaboration between Columbia University, University College London, The Institute of Microelectronics, Singapore, and the Center for Functional Nanomaterials at Brookhaven National Laboratory. The fabrication was carried out by M. S. Aras, M. B. Yu, D. L. Kwong and A. Stein. For more details, see Ref. [6].

(Fig. 11.4a-b) and the PIM layer index is computed from the asymmetric TM slab waveguide mode effective index (for example, at 1550 nm the mode index is 2.671). To have the zero-$\bar{n}$ frequency in the middle of the negative index band, the length ratio between the PIM and PhC sections of the superlattice was set to 0.78. As such, the zero-$\bar{n}$ gap should occur at 1552.6 nm [6]. The corresponding PIM layer thickness is determined by requiring the average index to be zero [$\bar{n} = (n_1d_1 + n_2d_2)/\Lambda = 0$], while keeping the ratio $d_2/d_1$ unchanged for all three devices in the set. Here, $n_1$ and $n_2$ are the effective mode indices in the PhC and homogeneous layers, respectively, at the corresponding wavelengths. This leads to the following values for the superperiod (SPs): $\Lambda_{7UC} = 4.564 \mu m$, $\Lambda_{9UC} = 5.869 \mu m$ and $\Lambda_{11UC} = 7.173 \mu m$, where UC stands for unit cells. Example transmission spectra for the fabricated samples are summarized in Fig. 11.4 and show that the zero-$\bar{n}$ gap is around $1557.8 \pm 1.5 nm$, very close to the theoretically-predicted values ($\Delta \lambda/\lambda < 5\%$) and numerically-computed spectra.

One of the main properties of zero-$\bar{n}$ bandgaps is their remarkable robustness
against effects induced by structural disorder. To study this property, we considered the optical transmission in randomly perturbed photonic superlattices. Specifically, we considered superlattices for which the PIM lengths are randomly distributed within the domain \((d_2 - \Delta d_2/2, d_2 + \Delta d_2/2)\), amounting to a random variation of the superperiod \(\Lambda\). The degree of structural disorder is quantified by the parameter \(\sigma = \Delta d_2/d_2\). The main results of the computational investigation are presented in Fig. 11.4d. It can be clearly seen that the zero-bandgap is preserved even when the disorder parameter is as large as \(\sigma = 10\%\), i.e., a value much larger than from the fabrication processes. Note that the amplitude oscillations in the transmission spectra are Fabry-Perot resonances in the superlattice.

In addition, the numerical simulations show that the structural disorder associated with a random perturbation of the hole radii or their location has a comparable or smaller influence on the existence of zero-\(\bar{n}\) bandgaps. More exactly, the radius of the holes is set in the domain \((r - \Delta r/2, r + \Delta r/2)\), according to a uniform random distribution whereas in the second case the location of the holes is randomly perturbed.
Fig. 11.5: Transmission spectra calculated for different values of the disorder parameter $\sigma$. The inset shows the expanded transmission spectra. Panel a) corresponds to structural disorder introduced by randomly changing the radius of the holes in the PhC sections of the superlattice. Panel b) shows the effects of structural disorder generated by randomly perturbing the location of the holes.

by $\Delta l$. In these models, the degree of structural disorder is characterized by a disorder parameter defined as $\sigma = \Delta r/r$ and $\sigma = \Delta l/a$, respectively. The main results of the computational investigations are summarized in Fig. 11.5. Thus, it can be seen that in the case of random perturbation of the radius of the holes the transmission spectra in the superlattice are only slightly affected, even if the disorder parameter is as large as $\sigma = 10\%$. As observed, the main effect consists of a small decrease of the zero-$\bar{n}$ superlattice transmission with increasing values of the disorder parameter $\sigma$. It is seen, however, that structural disorder induced by randomly changing the location of the holes has a much larger effect on the transmission spectra. It is important to note though that a value of $\sigma = 10\%$ corresponds to variations of tens of nanometers of the location of the holes, variations which are much larger than those measured in the fabricated devices.

11.5 Conclusions

To conclude, this chapter has shown that deterministic photonic bandgaps can be observed in alternatively stacked negative and positive index photonic crystals. The bandgaps are associated with a spatially averaged refractive index $\bar{n} = 0$. The numerical simulations of the transmission spectra fully confirmed the experimental findings. Zero-$\bar{n}$ gaps were also shown to remain invariant to geometric changes of up to $\sigma = 10\%$.

The structure numerically examined in this chapter was fabricated and used to demonstrate, for the first time, zero phase delay in negative-positive-index superlattices [6]. The engineered control of the phase delay which is possible in these near-zero refractive index superlattices can be implemented in chip-scale transmission lines and
interferometers with deterministic phase array and dispersion control, and has significant technological potential in phase-insensitive image processing, phase-invariant field for electromagnetic cloaking, lumped elements in optoelectronics, information processing, and engineering of radiation wavefront to pre-designed shapes.
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Chapter 12

Conclusions and Future Work

The field of photonic metamaterials has greatly advanced during the recent years. The ability to engineer new structures which can directly manipulate light has lead to the development of new metamaterials and devices, which have properties and functionalities that cannot be replicated using naturally occurring materials. It has now become crucial to be able to probe and understand the underlying physical phenomena that characterise this new class of materials. This work is part of this challenging endeavour. The ability to investigate the electromagnetic effects occurring in metamaterials, photonic crystals and plasmonic materials offered by theoretical analysis and advanced numerical simulations complements the knowledge that can be directly retrieved through experiment. At the same time, while significant progress in our understanding of the principles of photonic metamaterials has been achieved, due to advances in nanotechnology and modern nano-fabrication techniques, many aspects pertaining to these materials are largely unexplored. To this end, my work has focused on using theoretical and numerical methods to further investigate the electromagnetism of photonic metamaterials. In particular, I have endeavoured to study, within this project, non-linear phenomena pertaining to second harmonic generation in plasmonic nano-structures, their properties and applications.

I have also, throughout the course of the work, attempted to tie in these non-linear effects to other linear and non-linear phenomena occurring in metamaterials, such as plasmon coupling, excitation of cavity modes, rotating plasmon modes, structural sensitivity and magnetic effects. The results presented in this thesis have shown that photonic metamaterials possess a high degree of flexibility in their design and operation, from which their versatility and large number of potential applications are drawn. Consequently, having a powerful model of the interplay between these electromagnetic effects and the many remarkable properties of metamaterials is a crucial factor in expanding our current knowledge of this field. Many challenges posed by this research question have been successfully tackled in this thesis.
In what follows, I will discuss how my work has directly contributed to overcoming some of these research challenges and how it has managed to achieve its intended objectives. In the end, I will also elaborate on how this work can be further expanded upon so as to open up new avenues of exploration and potentially provide answers to some of the remaining research questions in this field.

12.1 Contributions of the Work

In this thesis, I have shown how theoretical analysis and numerical simulations in photonics can be used to better understand new electromagnetic phenomena, design new structures and devices with remarkable properties and how these results can be correlated with experimental work, so as to allow for new designs of active optical devices and a deeper understanding of some of the important optical effects in photonic metamaterials.

Specifically, in this thesis, I have presented a new mathematical formalism, based on multiple scattering theory, that allows one to accurately map the linear and non-linear field distributions in an array of arbitrarily distributed metallic nanowires or, more generally speaking, cylinders made of centrosymmetric materials. This formalism is unique as it includes the full contribution of surface and bulk second harmonic generation in centrosymmetric materials. I have also discussed the implementation of this formalism into a fully functional numerical software tool which, to the best of my knowledge, allows one for the first time to numerically investigate the largely unexplored area of non-linear optics in plasmonic metamaterials.

The enhanced functionality of the software tools developed as part of this project has led to a series of new results, which have been instrumental in explaining and enhancing our understanding of the complex optical phenomena in plasmonic structures. In this connection, I was able to demonstrate that plasmon coupling in metallic nanowire arrays can lead to a complex response of the linear and non-linear fields which can result in high field enhancement, light localisation and light focusing. One of the major challenges in photonics today is to employ these effects in designing new nano-scale active optical devices. In my work, I have shown that non-linear plasmonic cavities can be engineered to provide high quality factors for sub-wavelength lasing applications, to sustain whispering gallery modes, which can be employed in optical trapping and manipulation, and to be used as compact sub-wavelength on-chip sensors for biological and chemical applications.

It is also vital that the conclusions of analytical and numerical analysis be matched with experimental results and this is especially true in the field of electromagnetism. A broad array of analytical and numerical methods allows one to investigate a large number of phenomena and possible designs for new photonic devices. These devices can
then be practically implemented and studied using experimental means. Consequently, this can provide further insight into the practical applications of one’s work and their practical implementation in real world devices. To this end, I have investigated how plasmons can be employed to generate second-harmonic fields in nano-patterned meta-surfaces, where chirality can play an important role in the non-linear effects. I have also discussed nano-patterned metasurfaces that can be used to create polarisation agile structures where localised plasmon resonances lead to large shifts in the transmission, reflection and absorption of light in response to a change in the polarisation of incident waves. These structures also showed great promise in increasing absorption by using the strong field enhancement associated with the excitation of plasmon resonances. These results give novel insights into the properties of surface plasmon resonances in metamaterials and their connection to non-linear surface effects. Finally, I have also considered in my work the properties another type of photonic structure, specifically, photonic crystals. In this connection, I confirmed numerically experimental findings, which demonstrated that a new kind of spectral band gap can appear when layering positive and negative refractive index regions, corresponding to an effective zero refractive index medium.

### 12.2 Future Prospects

The work discussed in this thesis shows that, as a logical extension to the results presented within, there are several new avenues which are worth exploring. As the understanding of the fundamental physical phenomena which support the many discoveries made in the field of photonics expands, so does the need to delve even further and begin to investigate more complex systems and more advanced designs, which have the potential to lead to new scientific breakthroughs. It is my belief that further analytical, numerical and experimental work, toward this end, can prove to be an important source of new science. As such, this section will cover the several steps which can be taken to further extend the work carried out thus far.

The OPTIMET software has, as shown throughout the bulk of this work, proven to be an efficient and robust tool for investigating linear and non-linear effects in nanowire arrays. OPTIMET in its current form can be employed for a wide range of studies, some of which being discussed here. Nevertheless, there is great potential for further exploration using the current code implementation. There are several new designs which I believe will offer new results and greatly extend the work done so far. For example, it is possible to use OPTIMET to investigate nanowire arrays containing only dielectric or combinations of both metallic and dielectric scatterers. In this case, new optical phenomena could be investigated; large arrays of dielectric nanowires can be used to observe, for example, the diffraction of light by cylindrical scatterers with radii much
smaller than the wavelength. In effect, this would allow the use of OPTIMET to investigate media with effective electromagnetic properties. For instance, by using silicon cylinders, the surface nonlinear effects would still be present and thus it would be possible to study metamaterials with non-linear effective properties, an important step forward in developing new artificial media with complex optical response. Further, silicon scatterers can be used to build photonic crystals with defect-type cavities, which could support non-linear whispering gallery modes similar to those discussed in this work. The use of dielectric components would eliminate the unwanted effects of optical absorption in metals. Finally, new geometries could allow for linear and non-linear sub-wavelength devices that possess directional field scattering, coupling and transmission of light between devices, strong beam focusing and many others. These efforts can also be aided by implementing, within OPTIMET, new types of incoming waves, such as waves with a Gaussian spatial distribution.

At the same time, OPTIMET can be extended in numerous ways to develop a more powerful software package. One of the possible extensions is the incorporation of the effects of external magnetic fields, which can lead to both magnetisation induced second harmonic generation as well as the possibility to externally control the SHG in nanowire arrays. For example, it could be possible to tune the properties of whispering gallery modes in non-linear plasmonic cavities by changing the direction and intensity of the external magnetic field. In addition, using the current code base it is possible to extended OPTIMET’s capabilities by allowing for periodic boundary conditions. With this feature implemented, several new structures could be designed and investigated, including structures with practically an infinite number of unit cells, which would allow one to study the near-field phenomena in non-linear metamaterials. Further to this, adding support for scatterers with arbitrary shape would allow for new devices, such as elliptical scatterers, bow-tie antennas and many others. It is worth noting here that although this design would require a spatial grid to find the boundary conditions around the scatterers, this does not limit the advantages offered by the multiple scattering matrix method because even in this case, the field can be readily found at any point in the geometry.

Perhaps the most important feature that can be added to OPTIMET at this point, however, is the ability to simulate 3D structures. This would open up a large number of possible new designs which could be investigated. The current 2D version of the numerical method relies on the expansion of the fields in cylindrical Fourier-Bessel series. For 3D structures, this expansion will have to be carried out using spherical Fourier-Bessel functions and spherical harmonics. To this end, there are known algorithms and numerical libraries which have this capability and which could be readily integrated in the OPTIMET package. At the same time, 3D structures would no longer offer the
possibility of using pure TE or TM modes, which would further increase the computational complexity of the software, so care will have to be taken to make sure that the software implementation of the numerical method is fully optimised. The use of mixed modes would mean that the bulk component of the non-linear polarisation would contribute directly to the second harmonic generation, which could open up new avenues of exploration.

The technical implementation of OPTIMET is currently robust but with the possibilities of expanding to 3D there are areas where improvements can be made. Parallelisation will have to be achieved at a deeper level and the use of a hybrid OpenMP and MPI method is one possibility. Also, the output system while efficient for the work carried out so far will need to be extended to allow for faster parallel output using specialised libraries, such as HDF5 or NetCFD. At the same time, while the input system in the current stable version is sufficient, it would be possible to extend it further and increase its user friendliness. One method of doing this is to include a full scripting language as an input system, most likely by including an established language and wrapping it to OPTIMET’s application programming interface. Of course, it would also be possible to extend OPTIMET by developing a fully fledged graphical user interface for it.

With the improvements to OPTIMET I just outlined, it would be possible to extend its capabilities to encompass some of the more complex structures presented in this work, such as metasurfaces and photonic crystals or combine its results with other numerical methods. As a result, further investigations of metasurfaces and PhCs could lead to new and more advanced designs with enhanced functionality. For example, replacing the PMMA coating in the cruciform structures with GaAs can lead to strong, polarisation tuneable, non-linear effects. Specifically, the strong linear field enhancement effect could be used to increase the second harmonic generation in GaAs. At the same time, GaAs coated chiral metasurfaces could give rise to chiral non-linear effects and, for geometry sizes much smaller than the wavelength, metasurfaces with effective non-linear properties not readily available in nature. Non-linear optical effects could also be further investigated in dielectric based photonic crystals were the high absorption in metals can be overcome, however, at the cost of no longer being able to excite surface plasmon resonances.

Thus, it is clear that there is great potential for future development in the field. With photonics offering the possibility of tackling some of the challenges of today’s world, and having an impact on a global scale, this potential should not be overlooked. The scientific quest to understand the behaviour of our natural environment has led to countless incredible breakthroughs. Yet even with the vast amount of scientific knowledge available today, many questions still remain. This work has proposed an answer to
some of those questions, specifically related to non-linear effects in photonic metamaterials. The contributions of this thesis to the research field can, in my opinion, provide a good foundation for future development, both theoretical and practical, and promises to allow us to design and develop new active optical devices with remarkable functionality. Still, many challenges lie ahead, both in the particular case of this project, as well as photonics in general. A well known quote, sometimes attributed to Lord Kelvin, says that “There is nothing new to be discovered in physics now. All that remains is more and more precise measurement”. Yet in the very year this claim was made, Max Planck was developing his theory of the black body radiation. Perhaps in a similar way, it has taken well over a century for us to fully exploit the potential of Maxwell’s equations and the electromagnetic field. And with what may be called an “optical revolution” on the horizon, the future of photonics and metamaterials looks bright indeed.
Appendix A

Non-linear Boundary Conditions at a Metal-Dielectric Interface

The non-linear boundary conditions of the electromagnetic field at the interface between two media can be found by starting from Maxwell’s equations with sources [1]:

\[
\begin{align*}
\nabla \cdot \mathbf{D} &= -\nabla \cdot \mathbf{P}_{nl} \quad &\text{(A.1a)} \\
\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} &= 0 \quad &\text{(A.1b)} \\
\n\nabla \cdot \mathbf{B} &= 0 \quad &\text{(A.1c)} \\
\n\nabla \times \mathbf{H} - \frac{\partial \mathbf{D}}{\partial t} &= \frac{\partial \mathbf{P}_{nl}}{\partial t}, \quad &\text{(A.1d)}
\end{align*}
\]

where \( \mathbf{P}_{nl} \) is the non-linear polarisation. The geometry in question and the integration domains used to drive the boundary conditions domains are depicted in figure A.1. Thus, let us consider two semi-infinite media with \( \varepsilon_1 \) and \( \varepsilon_2 \), separated by a slab of vanishingly small thickness with permittivity \( \varepsilon' \). Because of the infinitesimally small thickness of the slab, \( D_z + P_z, E_t, B_z \) and \( H_t \) must vanish across it, because of the linear boundary conditions and so:

\[
\int_{0^-}^{0^+} (D_z + P_z)dz = \int_{0^-}^{0^+} E_t dz = \int_{0^-}^{0^+} B_z dz = \int_{0^-}^{0^+} H_t dz = 0, \quad &\text{(A.2)}
\]

where the tangential and normal components have the indices \( t \) and \( z \) respectively. Thus, as is well known, in a polarised slab of infinitesimally small thickness, the normal component of the electric induction becomes singular. This condition leads to:

\[
\int_{0^-}^{0^+} (D_z + P_z)dz = \int_{0^-}^{0^+} (D_z + P_z^b + P_z^s)dz, \quad &\text{(A.3)}
\]
where $P^b_z$ is the bulk contribution to the non-linear polarisation and $P^s_z$ the surface contribution. $P^b_z$ and $D_z$ must vanish across a thin slab, thus:

$$\int_{0^{-}}^{0^+} (D_z + P^b_z + P^s_z) dz = -\int_{0^{-}}^{0^+} P^s_z dz = -P^s_z \delta(z) = -P^s_z. \quad (A.4)$$

When integrating over the volume $V$, (A.1c) becomes:

$$\int_V \nabla \cdot B dV = 0, \quad (A.5)$$

and from the divergence theorem:

$$\int_{\partial V} B \cdot dA = 0, \quad (A.6)$$

which implies:

$$B_{z,1} - B_{z,2} = 0, \quad (A.7)$$

which is the boundary condition for the $B_z$ component.

Integrating (A.1d) over the area $S$ of contour $l$ with sides $L = 1$, in the direction shown in Fig. A.1 leads to:

$$\int_S \left( \nabla \times H - \frac{\partial D}{\partial t} \right) dS = \int_S \left( \frac{\partial P_{nl}}{\partial t} \right) dS, \quad (A.8)$$

and from Stokes’ theorem:

$$\oint_{\partial S} H \cdot dl = \int_S \frac{\partial D}{\partial t} \cdot dS + \int_S \frac{\partial P_{nl}}{\partial t} \cdot dS. \quad (A.9)$$

Here, the first integral in the r.h.s. vanishes as the integration is taken in opposing
directions on the two sides of the interface. Therefore, the tangential component of $\mathbf{H}$ must obey the boundary condition:

$$
\Delta H_t = \frac{\partial P_{nl}}{\partial t} \times \hat{z}.
$$

(A.10)

For the $D_z$ component, the integral over the volume $V$ of (A.1a) is:

$$
\int_V \nabla \cdot \mathbf{D} dV = - \int_V \nabla \cdot \mathbf{P} dV,
$$

(A.11)

which combined with the divergence theorem becomes:

$$
\int_{\partial V} \mathbf{D} \cdot d\mathbf{A} = - \int_V \nabla \cdot [\mathbf{P}^s(x, y)\delta(z) + \mathbf{P}^b] dV.
$$

(A.12)

As before, $\mathbf{P}^b$ vanishes across the slab and so the boundary condition for $D_z$ becomes:

$$
\Delta D_z = - \nabla_t \cdot \mathbf{P}^s(x, y),
$$

(A.13)

where $\nabla_t = \hat{x} (\partial / \partial x) + \hat{y} (\partial / \partial y)$ is the gradient operator in the tangent plane.

Finally, following the same procedure as for the $H_t$ component, Eq. (A.1b) implies:

$$
\oint_{\partial S} \mathbf{E} \cdot d\mathbf{l} = 0.
$$

(A.14)

Since $D_z = \epsilon' E_z$ and $\int_{0}^{0^+} (D_z + \mathbf{P}^b) dz = -P^s_z$, it follows that:

$$
\Delta E_t = - \frac{1}{\epsilon'} (\nabla_t P^s_z - \mathbf{P}^b_t).
$$

(A.15)

In conclusion, the boundary conditions for electromagnetic radiation at the interface between a medium with surface and bulk non-linear polarisations and free space are:

$$
\begin{align*}
\Delta B_z &= 0 \quad \text{(A.16a)} \\
\Delta H_t &= \frac{\partial P^s_z}{\partial t} \times \hat{z} \quad \text{(A.16b)} \\
\Delta D_z &= - \nabla_t \cdot \mathbf{P}^s(x, y) \quad \text{(A.16c)} \\
\Delta E_t &= - \frac{1}{\epsilon'} (\nabla_t P^s_z - \mathbf{P}^b_t). \quad \text{(A.16d)}
\end{align*}
$$

One final question is the nature of $\epsilon'$. In the mathematical formalism presented above, $\epsilon'$ is a “boundary” value between $\epsilon_1$ and $\epsilon_2$. In most studies of surface non-linear optics, $\epsilon'$ is usually set to be equal to the permittivity of the polarised medium.
Appendix B

Calculation of the Local Scattering Matrix Coefficients in the Multiple Scattering Matrix Formalism

At the fundamental frequency, the total field outside a cylinder \( j \) at a point \( P \) and calculated in a system of coordinates with origin in the centre of the cylinder, \( O_j \), can be written in the MSM formalism as [see Chap. 3 and Fig. B.1 for more details]:

\[
U_{\text{tot}}^{z,j}(P) = \sum_{m=-\infty}^{\infty} \left[ d_{mj} J_m(\kappa_b r_j^P) + b_{mj} H_m^{(2)}(\kappa_b r_j^P) \right] e^{im\phi_j^P}. \tag{B.1}
\]

In the case of TE polarisation which will be assumed in what follows, \( U_{\text{tot}}^{z,j} = H_{\text{tot}}^{z,j} \).

Inside the cylinder, the magnetic field becomes:

\[
H_{z,j}^{\text{int}}(P) = \sum_{m=-\infty}^{\infty} c_{mj} J_m(\kappa_j r_j^P) e^{im\phi_j^P}. \tag{B.2}
\]

The azimuthal component of the electric field is related to the magnetic field by:

\[
E_{\varphi,j} = \frac{1}{\kappa^2 \mu_0 \omega} \frac{\partial H_{z,j}}{\partial r}. \tag{B.3}
\]

From eq. (B.3), the total electric field outside the cylinder, \( E_{\varphi,j}^{\text{tot}} \) and the electric field inside the cylinder, \( E_{\varphi,j}^{\text{int}} \) become:

\[
E_{\varphi,j}^{\text{tot}} = \frac{1}{\kappa_b \omega \mu_0} \sum_{m=-\infty}^{\infty} \left[ d_{mj} J'_m(\kappa_b r_j^P) + b_{mj} H_m^{(2)}(\kappa_b r_j^P) \right] e^{im\phi_j^P}, \tag{B.4a}
\]

\[
E_{\varphi,j}^{\text{int}} = \frac{1}{\kappa_j \omega \mu_0} \sum_{m=-\infty}^{\infty} c_{mj} J'_m(\kappa_j r_j^P) e^{im\phi_j^P}. \tag{B.4b}
\]
The linear boundary conditions at the interface between the cylinder and the background ($r_P^j = R_j$, with $R_j$ the radius of the cylinder) are:

\[ H_{z,j}^{\text{ext}}(R_j, \varphi) = H_{z,j}^{\text{int}}(R_j, \varphi), \]  
\[ E_{\varphi,j}^{\text{ext}}(R_j, \varphi) = E_{\varphi,j}^{\text{int}}(R_j, \varphi). \]  
\[ (B.5a) \]
\[ (B.5b) \]

Imposing the boundary conditions to both the electric and the magnetic fields yields a set of equations for the external expansion coefficients $c_{mj}$:

\[ c_{mj} = \frac{d_{mj} J_m(\kappa_b R_j) + b_{mj} H_m^{(2)}(\kappa_b R_j)}{J_m(\kappa_b R_j)} \]  
\[ (B.6a) \]
\[ c_{mj} = \frac{\kappa_j}{\kappa_b} \frac{d_{mj} J_m'(\kappa_b R_j) + b_{mj} H_m^{(2)'}(\kappa_b R_j)}{J_m'(\kappa_b R_j)}. \]  
\[ (B.6b) \]

Eliminating the $c_{mj}$ between the two equations above gives the relation between the coefficients $d_{mj}$ and $b_{mj}$:

\[ \frac{b_{mj}}{d_{mj}} = \frac{\beta_j J_m'(\kappa_b R_j) J_m(\kappa_j R_j) - J_m(\kappa_b R_j) J_m'(\kappa_j R_j)}{H_m^{(2)}(\kappa_b R_j) J_m'(\kappa_j R_j) - \beta_j H_m^{(2)'}(\kappa_b R_j) J_m(\kappa_j R_j)}. \]  
\[ (B.7) \]

This equation defines the local scattering matrix $S_j$ of cylinder $j$, as the components of the scattering matrix are defined as $S_{j,\text{nn}} = (b_{mj}/d_{mj}) \delta_{mn}$.
In the TM case, the $z$ component of the electromagnetic field will be $E_z$. The procedure outlined above still holds for this case with the proviso that the electromagnetic boundary conditions at $r_j' = R_j$ now read:

\begin{align}
E_{z,j}^{\text{ext}}(R_j, \varphi) &= E_{z,j}^{\text{int}}(R_j, \varphi), \quad (B.8a) \\
H_{\phi,j}^{\text{ext}}(R_j, \varphi) &= H_{\phi,j}^{\text{int}}(R_j, \varphi). \quad (B.8b)
\end{align}

Thus, the relation between the $d_{mj}$ and $b_{mj}$ coefficients for TM polarisation can be written as:

\begin{equation}
\frac{b_{mj}}{d_{mj}} = \frac{\alpha_j J_m'(\kappa_b R_j) J_m(\kappa_j R_j) - J_m(\kappa_b R_j) J_m'(\kappa_j R_j)}{H_m^{(2)}(\kappa_b R_j) J_m'(\kappa_j R_j) - \alpha_j H_m^{(2)}(\kappa_b R_j) J_m(\kappa_j R_j)}, \quad (B.9)
\end{equation}

where $\alpha_j = (\epsilon_b \kappa_j) / (\epsilon_j \kappa_b)$.

At the second harmonic, the same scattering matrix is used as for the fundamental field but care must be taken when using the wave vector, $k(\omega) \to k(2\omega)$. 
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Appendix C

Components of the Non-linear Polarisation expressed in Cylindrical Coordinates

The non-linear source term which contains both the surface and bulk contributions to the second harmonic generation from a cylinder $j$ and embedded in a homogeneous background medium can be written, using the notations introduced in Chapter 3 [also see Fig. B.1], as:

$$a_{\Omega,mj} = -\frac{\omega}{2} \int_{\Gamma} H^{(2)}_{m}(\kappa_{b}r_{j}(P)) e^{im\varphi_{j}(P)} [\nabla_{r'} \times P_{m}(r' - r_{j})] e_{z} dr', \quad (C.1)$$

where $r_{j}(P) = |r' - r_{j}|$ and $\Gamma$ is the boundary between the medium and the cylinder $j$. In what follows, to simplify the notations, the index $m$ for the polarisation $P$ has been dropped.

The surface contribution to the source term can be written as:

$$\left(\nabla_{r'} \times P^{s}\right)e_{z} = \frac{1}{r} \left( \frac{\partial P^{s}_{\varphi}}{\partial r}r + P^{s}_{\varphi} - \frac{\partial P^{s}_{r}}{\partial \varphi} \right). \quad (C.2)$$

Here, $P^{s}_{\varphi} = 2\varepsilon_{0}\chi^{(2)}_{\varphi\varphi} E_r E_{\varphi} = 2\varepsilon_{0}\chi^{(2)}_{\varphi\varphi} E_r E_{\varphi}$ and $P^{s}_{r} = \varepsilon_{0}\chi^{(2)}_{rrr} E_{r}^{2} = \varepsilon_{0}\chi^{(2)}_{\perp\perp\perp} E_{r}^{2}$ and the components of the electric field are taken at the fundamental frequency $\omega$.

The bulk contribution in Eq. (C.1) is $\left(\nabla_{r'} \times P^{b}\right)e_{z}$, where:

$$P^{b}(2\omega) = \alpha|E(\omega) \cdot \nabla|E(\omega) + \beta E(\omega)[\nabla \cdot E(\omega)] + \gamma \nabla|E(\omega) \cdot E(\omega)|. \quad (C.3)$$

Because in the case of TE polarisation considered here, $E_z = 0$ and the source term is part of the scalar product with $e_z$, the only relevant components of the $P^{b}(2\omega)$ polari-
The six terms in Eqs. (C.4) can be determined from Eq. (C.3) and are:

\[
P_{\varphi}^{b(\alpha)} = \alpha \left( \frac{1}{r} E_r \frac{\partial E_\varphi}{\partial r} + E_\varphi \frac{1}{r} \frac{\partial E_\varphi}{\partial \varphi} \right)
\]  
(C.5a)

\[
P_{\varphi}^{b(\beta)} = \beta E_\varphi \left( \frac{1}{r} E_r + \frac{\partial E_r}{\partial r} + \frac{1}{r} \frac{\partial E_\varphi}{\partial \varphi} \right)
\]  
(C.5b)

\[
P_{\varphi}^{b(\gamma)} = \gamma \frac{1}{r} \left( \frac{2}{r} \frac{\partial E_\varphi}{\varphi} E_\varphi + 2 \frac{\partial E_r}{r} E_\varphi \right)
\]  
(C.5c)

\[
P_{r}^{b(\alpha)} = \alpha \left( \frac{1}{r} E_r \frac{\partial E_r}{\partial r} + E_\varphi \frac{1}{r} \frac{\partial E_r}{\partial \varphi} \right)
\]  
(C.5d)

\[
P_{r}^{b(\beta)} = \beta E_r \left( \frac{1}{r} E_r + \frac{\partial E_r}{\partial r} + \frac{1}{r} \frac{\partial E_\varphi}{\partial \varphi} \right)
\]  
(C.5e)

\[
P_{r}^{b(\gamma)} = 2\gamma \left( \frac{\partial E_\varphi}{r} E_\varphi + \frac{\partial E_r}{r} E_r \right)
\]  
(C.5f)

Here, as before, the electric field components are calculated at the fundamental frequency \(\omega\).

The two electric field components in Eqs. (C.5) and their derivatives are given by:

\[
E_{\varphi,m} = \frac{i}{\kappa_j} \mu_0 \omega c_m J'_m(\kappa_j r)e^{im\varphi}
\]  
(C.6a)

\[
E_{r,m} = \frac{1}{\kappa_j^2} \mu_0 \omega c_m \frac{1}{r} J_m(\kappa_j r)e^{im\varphi}
\]  
(C.6b)

\[
\frac{\partial E_{\varphi,m}}{\partial r} = i \mu_0 \omega c_m J''_m(\kappa_j r)e^{im\varphi}
\]  
(C.6c)

\[
\frac{\partial E_{r,m}}{\partial r} = \frac{1}{\kappa_j} \mu_0 \omega c_m \frac{1}{r} J'_m(\kappa_j r)e^{im\varphi}
\]  
(C.6d)

\[
\frac{\partial E_{\varphi,m}}{\partial \varphi} = \frac{1}{\kappa_j} \mu_0 \omega c_m J'_m(\kappa_j r)e^{im\varphi}
\]  
(C.6e)

\[
\frac{\partial E_{r,m}}{\partial \varphi} = \frac{i}{\kappa_j^2} \mu_0 \omega c_m \frac{1}{r} J_m(\kappa_j r)e^{im\varphi}
\]  
(C.6f)

Here the internal field expansions coefficients \( c_m \) have been used as the non-linear bulk contribution only occurs inside the cylinders.

It is worth noting here that three of the non-linear source components, \( P_{\varphi}^{s} \), \( P_{r}^{s} \) and \( P_{r}^{b} \), also enter in the non-linear boundary conditions at the interface between the cylinders and the background [see Eqs. (3.54)].
Appendix D

Calculation of the Total, Scattered and Absorbed Power in Assemblies of Cylinders

The asymptotic form of the Bessel and Hankel functions and their derivatives, as $x \to \infty$ are:

\begin{align*}
J_m(x) &= \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{m\pi}{2} - \frac{\pi}{4} \right) \quad (D.1a) \\
J_m'(x) &= -\sqrt{\frac{2}{\pi x}} \sin \left( x - \frac{m\pi}{2} - \frac{\pi}{4} \right) \quad (D.1b) \\
H_m^{(2)}(x) &= \sqrt{\frac{2}{\pi x}} e^{-i\left( x - \frac{m\pi}{2} - \frac{\pi}{4} \right)} \quad (D.1c) \\
H_m^{(2)'}(x) &= -i \sqrt{\frac{2}{\pi x}} e^{-i\left( x - \frac{m\pi}{2} - \frac{\pi}{4} \right)}. \quad (D.1d)
\end{align*}

The total power in the system is defined as:

$$P = P_{abs} + P_{scat}, \quad (D.2)$$

or the sum of the absorbed and scattered power. From Eq. (3.72), and assuming that all scattering coefficients are defined relative to the origin $O$ and account for all cylinders (i.e. $b_m \equiv \tilde{b}_m$), Eq. (D.2) becomes [see Chapter 3 for the definition of the fields and scattering coefficients]:

$$P = -\frac{1}{2} \int_0^{2\pi} \text{Re}(E_{\varphi} \cdot H_{iz}^* + E_{i\varphi} \cdot H_{sz}^*) \, rd\varphi. \quad (D.3)$$
The Fourier-Bessel expansions of the four field components in Eq. (D.3) are:

\[ H_{iz} = \sum_m a_m J_m kr e^{im\varphi} \]  
(D.4a)

\[ H_{sz} = \sum_m b_m H^{(2)}_m (kr) e^{im\varphi} \]  
(D.4b)

\[ E_{i\varphi} = \frac{i}{k} \mu_b \omega \sum_m a_m J'_m (kr) e^{im\varphi} \]  
(D.4c)

\[ E_{s\varphi} = \frac{i}{k} \mu_b \omega \sum_m b_m H^{(2)}_m (kr) e^{im\varphi}, \]  
(D.4d)

where the summation is taken over the integer numbers. Inserting these expression into Eq. (D.3) and moving the integral inside the sum yields two separate integrals. The first integral can be written:

\[ \int_0^{2\pi} E_{s\varphi} \cdot H_{iz}^* d\varphi = \frac{2\mu_b \omega}{\pi k^2 r} \int_0^{2\pi} \left( \sum_m b_m e^{-i(kr - \frac{m\pi}{2} - \frac{\pi}{4})} e^{im\varphi} \right) \times \left( \sum_n a^*_n \cos \left( kr - \frac{n\pi}{2} - \frac{\pi}{4} \right) e^{-in\varphi} \right) d\varphi. \]  
(D.5)

Taking into account that:

\[ \int_0^{2\pi} e^{im\varphi} e^{-in\varphi} d\varphi = 2\pi \delta_{mn}, \]  
(D.6)

equation (D.5) becomes:

\[ \int_0^{2\pi} E_{s\varphi} \cdot H_{iz}^* d\varphi = -\frac{4\mu_b \omega}{k^2 r} \sum_m a^*_m b_m \times e^{i(kr - \frac{m\pi}{2} - \frac{\pi}{4})} \cdot i \sin \left( kr - \frac{m\pi}{2} - \frac{\pi}{4} \right). \]  
(D.7)

A similar expression can be derived for the second integral in Eq. (D.3). The total power can then be written:

\[ P = -\frac{2\mu_b \omega}{k^2} Re \left[ \sum_m (C_m \cos(\alpha_m) - C^*_m i \sin(\alpha_m)) \right], \quad (D.8) \]

where:

\[ \alpha_m = kr - \frac{m\pi}{2} - \frac{\pi}{2} \]  
(D.9a)

\[ C_m = a^*_m b_m e^{i\alpha_m}. \]  
(D.9b)

Here, \( a_m \) are the incoming field expansion coefficients [see Eqs. (3.23)].
Equation (D.8) can, after some elementary algebra, be expressed as:

\[
P = -\frac{2\mu_0\omega}{k^2} Re \{ \sum_m |C_m| \left[ \cos(\phi_m + \alpha_m) + i \sin(\phi_m - \alpha_m) \right] \}
\]

\[
= -\frac{2\mu_0\omega}{k^2} \sum_m |C_m| \cos(\phi + \alpha_m),
\]

(D.10)

where \( \phi_m \) is the phase of \( C_m \), \( C_m = |C_m|e^{i\phi_m} \). From the definition of \( C_m \), it can be written as:

\[
C_m = \frac{1}{Z_b} |b_m| e^{i(\arg(b_m) - m\frac{\pi}{2} + m\varphi_0 - \alpha_m)} ,
\]

(D.11)

which implies that:

\[
\phi_m = \arg(b_m) - m\frac{\pi}{2} + m\varphi_0 - \alpha_m \quad \text{(D.12a)}
\]

\[
|C_m| = \frac{|b_m|}{Z_b} , \quad \text{(D.12b)}
\]

where \( Z_b = \sqrt{\mu_b/\epsilon_b} \) is the impedance of the background.

Finally, the total power in the system now becomes:

\[
P = -\frac{2\mu_0\omega}{k^2} \frac{1}{Z_b} \left[ \sum_m |b_m| \cos \left( \arg(b_m) - m\frac{\pi}{2} + m\varphi_0 \right) \right] .
\]

(D.13)

The scattered power can also be determined using the expression of the Poynting vector. According to Eq. (3.66) the scattered power is:

\[
P_{sca} = \frac{1}{2} \int_0^{2\pi} Re [E_{s\varphi} \cdot H_{s\varphi}^*] rdrd\varphi .
\]

(D.14)

Using the asymptotic expressions (D.1) and an approach similar to that used to calculate the total power, it can be shown that \( P_{sca} \) becomes:

\[
P_{sca} = \frac{\mu_0\omega}{\pi k^2} \int_0^{2\pi} | \sum_m b_me^{im\varphi} |^2 drd\varphi = 2\frac{\mu_0\omega}{k^2} \sum_m |b_m|^2 .
\]

(D.15)

Expressions (D.13) and (D.15) show that the total and scattered powers depend on the scattering coefficients \( b_m \) and known parameters of the system. Consequently, once the scattering problem is solved (the scattering coefficients \( b_m \) are determined), the two powers can be calculated. Then, using Eq. (D.2), one can determine the absorbed power. It is worth noting here that for the non-linear case, the total power cannot be found using this approach as there is no incident field. The total power, however, can be calculated numerically by finding the Joule losses in the system as is discussed in Sec. 3.3.5.
Appendix E

Linear and Non-linear Optical Constants of Gold and Silver

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Au</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_p$ [nm]</td>
<td>137.3041</td>
<td>137.6089</td>
</tr>
<tr>
<td>$f_0$</td>
<td>0.76</td>
<td>0.845</td>
</tr>
<tr>
<td>$\Gamma_0$ [nm]</td>
<td>23394</td>
<td>25830.33</td>
</tr>
<tr>
<td>$f_1$</td>
<td>0.024</td>
<td>0.065</td>
</tr>
<tr>
<td>$\Gamma_1$ [nm]</td>
<td>5144.6</td>
<td>319.05</td>
</tr>
<tr>
<td>$\lambda_1$ [nm]</td>
<td>2987.6</td>
<td>1519.43</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.01</td>
<td>0.124</td>
</tr>
<tr>
<td>$\Gamma_2$ [nm]</td>
<td>3593.8</td>
<td>2743.04</td>
</tr>
<tr>
<td>$\lambda_2$ [nm]</td>
<td>1493.8</td>
<td>276.69</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0.071</td>
<td>0.065</td>
</tr>
<tr>
<td>$\Gamma_3$ [nm]</td>
<td>1425.1</td>
<td>19075.7</td>
</tr>
<tr>
<td>$\lambda_3$ [nm]</td>
<td>417.6</td>
<td>151.47</td>
</tr>
<tr>
<td>$f_4$</td>
<td>0.601</td>
<td>0.84</td>
</tr>
<tr>
<td>$\Gamma_4$ [nm]</td>
<td>497.13</td>
<td>1353.55</td>
</tr>
<tr>
<td>$\lambda_4$ [nm]</td>
<td>288.07</td>
<td>136.5</td>
</tr>
<tr>
<td>$f_5$</td>
<td>4.384</td>
<td>5.646</td>
</tr>
<tr>
<td>$\Gamma_5$ [nm]</td>
<td>560</td>
<td>512.54</td>
</tr>
<tr>
<td>$\lambda_5$ [nm]</td>
<td>93.08</td>
<td>61.106</td>
</tr>
</tbody>
</table>

Table E.1: Lorentz-Drude model coefficients for Au and Ag [see Eq. 2.26] [2].

<table>
<thead>
<tr>
<th>$\chi^2_{\parallel \parallel}$ [m$^2$/V]</th>
<th>Au</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2_{\perp \perp}$ [m$^2$/V]</td>
<td>$4.6286 \times 10^{-20}$</td>
<td>$3.98 \times 10^{-20}$</td>
</tr>
</tbody>
</table>

Table E.2: Non-linear susceptibilities of Au and Ag [3].
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