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Abstract

The support of real-time traffic in class-based IP networks requires the reservation of resources in all the links along the end-to-end
paths through appropriate queuing and forwarding mechanisms. This resource allocation should be accompanied by appropriate admis-
sion control procedures in order to guarantee that newly admitted real-time traffic flows do not cause any violation to the Quality of
Service (QoS) experienced by the already established real-time traffic flows. In this paper we initially aim to highlight certain issues with
respect to the areas of bandwidth allocation and admission control for the support of real-time traffic in class-based IP networks. We
investigate the implications of topological placement of both the bandwidth allocation and admission control schemes. We show that
the performance of bandwidth allocation and admission control schemes depends highly on the location of the employed procedures
with respect to the end-users requesting the services and the various network boundaries (access, metro, core, etc.). Based on our results
we conclude that the strategies for applying these schemes should be location-aware, because the performance of bandwidth allocation
and admission control at different points in a class-based IP network, and for the same traffic load, can be quite different and can deviate
greatly from the expected performance. Through simulations we also try to provide a quantitative view of the aforementioned deviations.
Taking the implications of this ‘‘location-awareness’’ into account, we subsequently present a new Measurement-based Admission Con-
trol (MBAC) scheme for real-time traffic that uses measurements of aggregate bandwidth only, without keeping the state of any per-flow
information. In this scheme there is no assumption made on the nature of the traffic characteristics of the real-time traffic flows, which
can be of heterogeneous nature. Through simulations we show that the admission control scheme is robust with respect to traffic het-
erogeneity and measurement errors. We also show that our scheme compares favorably against other admission control schemes in
the literature.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Current IP networks provide only one simple service;
that is the best-effort service. Such a simple service model
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allows routers to be stateless and has allowed the Internet
to scale well in both the size of the network and the nature
of the applications. However, as the Internet evolves into a
global communication infrastructure, there is a need to
provide more sophisticated service models in order to
support emerging services, such as Voice over IP
(VoIP), Videoconference, and real-time traffic in general.
Real-time traffic has QoS requirements that the current
best-effort Internet cannot provide in a resource and, con-
sequently, cost-effective manner, e.g. without massive
overprovisioning.
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Integrated services (Intserv) was the first attempt
towards supporting QoS in the Internet, but the per-flow
state information that was required in all routers, both
edge and core, resulted in major scalability problems that
prevented its wide deployment. Class-based service models,
such as the Differentiated services (Diffserv) model, are
offering an alternative approach towards QoS in the Inter-
net that alleviates the scalability problems of Intserv. This
is achieved by grouping traffic with similar QoS require-
ments into one of the engineered traffic classes and for-
warding it in an aggregate fashion, using resources that
have been pre-provisioned for each particular traffic class.
By allowing traffic aggregation within the engineered traffic
classes, network domains that deploy the class-based ser-
vice models can take advantage of statistical multiplexing,
which allows for efficient use of relevant resources. In order
to provide QoS guarantees, a network supporting different
classes must also deploy admission control in order to con-
trol the amount of traffic injected into the network so as to
prevent overload situations that can lead to QoS violations.
In class-based networks, the violation refers to the QoS
perceived by each of the engineered aggregate traffic classes
rather than the QoS of individual flows. That means that
upon an overload situation in a given service class, all flows
in that class can suffer a potential QoS degradation.

In this work we focus on the support of real-time traffic
flows in an IP network with class-based service support.
We assume that in such a network, there exists end-to-
end isolation between the UDP real-time traffic and the
TCP data traffic. This is essential for guaranteeing QoS
[1] in class-based networks. We can achieve this isolation
by using different queues for the two types of traffic. An
example of this scenario could be a Diffserv network where
the real-time traffic is classified to use a higher priority
Assured Forwarding (AF) Per-Hop Behavior (PHB),
whereas the TCP controlled traffic is classified, for exam-
ple, to use a lower priority, possibly best-effort (BE), for-
warding PHB.

We define as real-time traffic flows, the flows that have
strict delay and jitter requirements, and a bounded, not
necessarily too small, packet loss rate (PLR) requirement.
For services, such as Voice or Video, a certain amount of
packet loss can be acceptable [2] without significant quality
degradation. Therefore, such services do not need the ‘vir-
tual wire’ (Expedited Forwarding (EF) in the Diffserv
model) treatment [3]. Regarding the low delay and low jit-
ter requirements, both are likely to be met in a high-speed
core network [2]. Furthermore, certain off-line traffic engi-
neering actions can be taken so that delay and jitter are
kept within certain low bounds. For example, the delay
requirement can be taken into account at the network pro-
visioning phase by: a) configuring appropriately small
packet queues for the real-time traffic class in order to keep
the per-hop delay small, and b) controlling the routing pro-
cess to choose paths with a constrained number of hops.
Jitter can remain controlled in successive multiplexing
queues as long as the real-time traffic flows are shaped to
their nominal peak rate at the network ingress [4]. In addi-
tion, the deployment of non-work conserving scheduling in
routers for the real-time traffic class can be beneficial for
controlling jitter [5]. Therefore, we assume that the real-
time traffic flows can be shaped to their nominal peak rate
at the network domain ingress and that the scheduling
mechanism for the real-time traffic class is priority schedul-
ing with a strict bandwidth limit and with First-In-First-
Out (FIFO) service discipline within the real-time traffic
class itself. Taking the above into account, we employ the
PLR as the QoS metric that needs to be controlled and
we focus on keeping it in values lower than the PLR
requirement of real-time traffic.

In this work we first aim to demonstrate how topologi-
cal placement, that is the location of the employed band-
width allocation and admission control schemes with
respect to the end-users requesting the services and the var-
ious network boundaries (access, metro, core, etc.), can
affect the performance of these schemes. Then, taking into
account the implications of topological placement, we pro-
pose an integrated bandwidth allocation and admission
control framework that can overcome the effects of topo-
logical placement. In the context of this framework, we
also present a new Measurement-based Admission Control
(MBAC) scheme for real-time traffic and we compare its
performance against other admission control schemes
found in the literature.

The rest of this paper is organized as follows: in Section
2 we give a brief description of bandwidth allocation
schemes that account for statistical multiplexing, being
therefore suitable for aggregating real-time traffic flows in
class-based IP networks. In Section 3 we also briefly
describe the various admission control schemes that can
be used for real-time traffic in class-based IP networks, so
that later we can refer to each of them and point how the
results of our work in the following Sections relate to them.
In Section 4 we demonstrate how topological placement,
that is the location of the employed bandwidth allocation
and admission control schemes with respect to the end-
users requesting the services and the various network
boundaries (access, metro, core, etc.), can affect the perfor-
mance of these schemes. In Section 5 we discuss the impli-
cations of topological placement and in Section 6, taking
into account the implications of topological placement,
we present a new Measurement-based admission control
scheme for real-time traffic. In Section 7 we compare the
performance of our admission control scheme against
other admission control schemes found in the literature
and in Section 8 we discuss potential limitations and imple-
mentation issues of the proposed admission control
scheme. Finally, in Section 9, we conclude, summarizing
our findings and giving some directions for future work.

2. Bandwidth allocation schemes

Bandwidth allocation schemes can be divided into two
main categories. The first category comprises schemes
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based on bufferless statistical multiplexing. This aims to
ensure that the combined arrival rate of the multiplexed
sources exceeds the allocated capacity only with very small
probability. Examples of such bandwidth allocation
schemes can be found in [6,7]. The second category com-
prises schemes based on buffered statistical multiplexing.
Contrary to bufferless multiplexing, buffered multiplexing
allows an input rate excess, with surplus traffic being tem-
porarily stored in large buffers. Examples of bandwidth
allocation schemes that are based on buffered statistical
multiplexing can be found in [6,8,9]. Generally speaking,
both categories take into account factors such as the num-
ber and characteristics of flows (expressed in terms of
parameters such as peak bit rate, mean bit rate, variance
of bit rate or as token bucket filter parameters), the
required loss rate and, in the case of buffered multiplexing,
the available buffer size and derive the required capacity
(effective bandwidth) needed for the actual loss rate to be
kept within bounds.

Each of the two categories has its own merits but also its
drawbacks. Bufferless multiplexing is attractive for real-
time traffic since it ensures that the traffic experiences min-
imal delay. In addition, the dynamics leading to an over-
load event in a bufferless system are much simpler than
those of a buffered system [10]. The main disadvantage of
using a buffer is that the overflow probability depends sig-
nificantly on assumptions about the flow characteristics
[11], and can only be controlled if these characteristics
are known a priori without large deviations. Moreover,
in this case, provisioning needs to account for statistical
variations in the traffic mix as new flows arrive and others
terminate. These complications are largely avoided with
bufferless multiplexing. On the other hand, buffered multi-
plexing allows for higher utilization for the same loss rate
[7,11,12] but, as stated above, requires more complex traffic
management. Also it is not as robust with respect to flow
characteristics as bufferless multiplexing and can incur
longer delays. We need to stress here that bufferless multi-
plexing is, of course, just a model abstraction [11]. For
packetized traffic, as in IP networks, a small buffer for
packet scale queuing is needed to take into account simul-
taneous packet arrivals from distinct flows [4,13]. However,
in this case the buffer is only used for packet scale queuing
[13] and not for storing excess traffic and is, therefore, not
involved in bandwidth estimation calculations.

3. Admission control schemes

We can broadly divide the various admission control
schemes found in the literature into three categories: end-
point admission control (EAC), traffic descriptor-based
admission control (TDAC), and measurement-based
admission control (MBAC).

Endpoint admission control is based on metrics applied
to probing packets sent by the end host/application along
the transmission path before the main flow is established
[14]. The probing packets can be sent either at the same pri-
ority as the main flow packets (in-band probing) or at a
lower priority (out-of-band probing). For in-band probing,
the QoS target for the main flow can be directly used as an
admission threshold. For out-of-band probing, the probing
flow QoS is not directly related to the main flow QoS and it
is, therefore, necessary to establish a mechanism to find the
optimum admission threshold [15]. A requirement for the
end-to-end route is to be the same for probing packets
and flows. Setup delays may be high, especially for strin-
gent QoS targets [14], and for reasonably bounded setup
delays the metrics do not depict stationary network states
but rather snapshots of network status, which can result
to an unrealistic picture of the network congestion level.
Furthermore, simultaneous probing by many sources can
lead to a situation known as thrashing [14]. That is, even
though the number of admitted flows is small, the cumula-
tive level of probing packets prevents further admissions,
driving the utilization to very low values. For in-band
probing, thrashing additionally degrades the QoS perceived
by the already established flows because of the stress
incurred by the probing packets (this situation is referred
as collapse [14]). For out-of-band probing, since probing
packets are sent at a lower priority than the main flow
packets, thrashing does not degrade the QoS perceived by
the already established flows. On the contrary, it can have
the opposite effect, since the higher priority main flows traf-
fic class is emptied (this situation is referred as starvation

[14]). The advantage of EAC is that it does not require core
routers to keep per-flow state and to process any per-flow
reservation messages [14].

Traffic descriptor-based admission control is based on
the assumption that traffic descriptors, either deterministic
or stochastic, are provided by the application for each flow
prior to its establishment. This approach achieves high uti-
lization when traffic descriptors used by the admission con-
trol scheme are appropriate. Nevertheless, in practice, it
suffers from several problems [16]. One of them is the
inability of the application users to come up with appropri-
ate traffic descriptors before establishing the flows. This is
especially so when the bandwidth fluctuates over multiple
time scales (long-range dependent traffic). In case users
overestimate their requirements, resources will be wasted
in the network for the entire flow duration, leading, there-
fore, to reduced network utilization. On the other hand, if
users underestimate their requirements, insufficient
resources will be allocated to their flows for the entire flow
duration, leading therefore to QoS degradation. Another
problem is that the provided traffic descriptors and the
associated QoS guarantees define a contract between the
application and the network. Therefore, the need to police
based on this traffic specification arises, which is difficult,
especially for statistical traffic descriptors [16]. Determinis-
tic models, such as token buckets, are easy to police, as
they specify the worst-case behavior of traffic on a single
time scale, but they fail to provide a sufficient characteriza-
tion to extract a large fraction of the potential statistical
multiplexing gain. While a sequence of token buckets can



Fig. 1. Topology for assessing the effects of topological placement.
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approximate such a multiple time-scale characterization,
the number of model parameters grows accordingly [17].

Measurement-based admission control tries to avoid the
problems of the other approaches by shifting the task of
traffic characterization from the application to the network
[18]. Instead of applications explicitly specifying their traf-
fic descriptors, the network attempts to ‘‘learn’’ the charac-
teristics of existing flows through real-time measurements.
This approach has a number of advantages. First, the spec-
ified traffic descriptors can be very simple, e.g. peak rate.
Second, an overly conservative specification does not result
in over-allocation of resources for the entire duration of the
service session. Third, when traffic from different flows is
multiplexed, the QoS experienced depends often on their
aggregate behavior, the statistics of which are easier to esti-
mate than those of an individual flow (this is a consequence
of the law of large numbers). However, relying on mea-
sured quantities raises a number of issues. As with any
measurement/estimation procedure, there exists the possi-
bility of making errors, which can translate to erroneous
flow admission decisions, leading either to QoS degrada-
tion, if flows are erroneously granted admission, or reduced
network utilization, if flows are erroneously refused admis-
sion. The impact of wrong flow admission decisions on per-
formance depends on how long it takes until this error is
corrected, that is, on flow departure dynamics. Moreover,
the issue of determining a proper amount of memory to
use for past information about the flows currently present
in the network arises [18].

4. The effects of topological placement

In this Section we will present the first part of our work,
which aims to show how topological placement of the
respective functionalities can affect the performance of
bandwidth allocation and admission control schemes.

For this part of our work, regarding bandwidth alloca-
tion, we will initially adopt the normal distribution based
bufferless statistical multiplexing approach. According to
[6], when the effect of statistical multiplexing is significant,
the distribution of the stationary bit rate can be accurately
approximated by a Gaussian distribution. In [19,20] it is
strongly suggested that the aggregation of even a fairly
small number of traffic streams is usually sufficient for
the Gaussian characterization of the input process. Fur-
thermore, Gaussian processes cover all second-order
long-range dependent or second-order self-similar pro-
cesses that have been shown to be good models for charac-
terizing actual traffic [19].

In this case, the effective bandwidth of N multiplexed
sources is given by [6,8]:

C ¼
XN

i¼1

mi þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� lnð2pe2Þ

XN

i¼1

r2
i

vuut ð1Þ

where
PN

i¼1mi denotes the mean aggregate bit rate,
PN

i¼1r
2
i

the variance of the aggregate bit rate, and e the upper
bound on allowed loss rate. In the rest of this Section we
will denote the function of Eq. (1) as eff(S,PLR), where S

is the set of sources under aggregation and PLR is the
packet loss rate value involved in the calculation of the
effective bandwidth C.

We will present this first part of our work with a list of
different simulated scenarios using a two-level tree topol-
ogy, which allows us to illustrate the mains points of our
study, while, at the same time, being simple enough to suit
the nature and the computational demands of the required
packet-level simulations. (An initial reduced set of results
was originally presented in [21].)

4.1. Scenario I: the effects of aggregate bandwidth allocation

Initially we consider the scenario depicted in Fig. 1.
In this scenario it is assumed that a set of sources, Si,

i = 1, . . ., M, are aggregated at node 1 and that another
set of sources, Si, i = M + 1, . . ., N, are aggregated at node
2. We assume that the sources connect to nodes 1 and 2
with direct links with negligible congestion, and that all
of them will be eventually aggregated in the same traffic
class at link 3. The capacity reserved in link 1 for the first
set of sources is:

C1 ¼ eff ðfS1; . . . SMg; PLR1Þ ð2Þ
where PLR1 is the packet loss rate budget for the real-time
traffic class aggregate in link 1. Similarly, for the second set
of sources, the capacity reserved in link 2 is:

C2 ¼ eff ðfSMþ1; . . . SNg; PLR2Þ ð3Þ
where PLR2 is the allowed packet loss rate budget for the
real-time traffic class aggregate in link 2. Since all the
sources will be aggregated using the same class at link 3,
the required bandwidth to be allocated in link 3 for their
aggregation is given by:

C3 ¼ eff ðfS1; . . . SNg; PLR3Þ ð4Þ
where PLR3 is the allowed packet loss rate budget for the
real-time traffic class aggregate in link 3.

This scenario could correspond to a situation where
end-users (the 1, . . ., N sources) connect to the edge routers
(nodes 1 and 2), which then connect to the metro/backbone
router (node 3) through access links 1 and 2.
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As it can be easily proven [22], packet loss rate parame-
ters are multiplicative. That means that for a set of sources
that traverse a sequence of links, li, i = 1, . . ., L with packet
loss rates PLRi, the total packet loss rate PLRtotal can be
approximated using the expression:

PLRtotal ¼ 1�
YL

i¼1

ð1� PLRiÞ ð5Þ

which, in turn becomes additive for low values of PLRi:

PLRtotal ¼
XL

i¼1

PLRi ð6Þ

Assuming that PLR1 = PLR2 = PLR3, that is the allo-
cated capacities at links 1, 2 and 3 for the real-time traffic
class are such that allow for the same packet loss rate bud-
get at all links, the expected overall upper bound on end-to-
end PLR for the aggregate sources in our topology should
be:

PLRtotal ¼ PLR1 þ PLR3 ¼ PLR2 þ PLR3 ð7Þ

This first part of our work aims to examine whether the
actual total packet loss rate experienced by the sources is
bounded by the above expression. In order to do so, we
run simulations using the network simulator ns-2 [23].
For the simulations we use two example values for the tar-
get link packet loss rate, 0.01 and 0.001. We fix the packet
size for the real-time flows to 100 bytes (constant packet
size seems to be a reasonable assumption for Voice and
Video communications [24]) and we also fix the output
queues for packet scale queuing for the real-time traffic
class in the order of 500 bytes. We assume, without loss
of generality, that the same number of sources is aggre-
gated in both links 1 and 2, i.e. M = N/2. This means that
the total packet loss rate, end-to-end in our topology,
should not exceed 0.02 and 0.002, respectively. We also
consider the case where the capacity in link 3 is provisioned
so that PLR3 = 0. This happens when C3 = C1 + C2, which
means that only links 1 and 2 incur losses and in link 3 the
real-time traffic aggregates from nodes 1 and 2 are treated
using peak rate allocations.

We consider three scenarios for the N traffic sources: (a)
all sources are VoIP sources with peak rate 64 kbps and
exponentially distributed ON and OFF periods with aver-
age durations 1.004 s and 1.587 s, respectively (mean rate
24.8 kbps, standard deviation of rate 31.18 kbps) [25], (b)
all sources are Videoconference sources with mean rate
3.89 Mbps, peak rate 10.585 Mbps and standard deviation
of rate 1.725 Mbps [26], and (c) that we have a heteroge-
neous mixture of real-time traffic of both VoIP and Video-
conference sources.

Since the real-time traffic class is assumed to be isolated
from other classes, we do not consider any best-effort or
any other traffic classes in our simulations and we simulate
the real-time traffic as being serviced by queues running at
the speed of their bandwidth limit. While this is not pre-
cisely the behaviour of rate-limited priority queues, it is
rather close [14]. All the results given in this Section are
based on averages of simulations for 20 randomly chosen
seeds, each for a total of 4100 s, using the first 500 s as a
warming-up period. This means that the simulations are
effectively run for an hour of simulation time (3600 s) after
the warming up period, which is enough to obtain statisti-
cally stable results.

In Figs. 2 and 3, PLRa corresponds to the (average)
packet loss incurred at links 1 and 2, while PLRb corre-
sponds to the total packet loss for the cases where PLR1 =
PLR2 = PLR3 and they are given as a function of the mean
aggregate bit rate of all sources Si, i = 1, . . ., N (x-axis).

From these two figures we can see that in all cases, the
target packet loss rate in links 1 and 2 (PLRa) is always sat-
isfied. Regarding the total packet loss rate, when the band-
width in link 3 is set so that link 3 also incurs losses (PLRb)
we can see that it is kept below the target total packet loss
rate 0.02 (see Fig. 2), but not in the case where the target
total packet loss rate is set to 0.002 (see Fig. 3). Since the
target packet loss rate in links 1 and 2 is always satisfied,
this means that in the latter case link 3 incurs losses that
are much higher than the target packet loss rate budget
at that link.

These results suggest that even though the original traf-
fic descriptors are valid and appropriate for bandwidth
allocation at the first points of aggregation (nodes 1 and
2), they may not be valid in transit nodes such as in node
3. This is because traffic sources become correlated and
their characteristics are altered as they traverse a sequence
of links and multiplexers. Therefore, using the original traf-
fic descriptors for bandwidth allocation in transit nodes
can lead to erroneous bandwidth allocation decisions, indi-
cated in our simulations as excessive values of packet loss
rates at link 3. This traffic profile deformation has also been
verified in the past [13,27,28] and a number of solutions for
dealing with it have been proposed and by means of queu-
ing theory, analytical models for evaluating it for specific
types of individual traffic sources and under specific net-
work conditions and assumptions have been presented [13].

One proposed solution is the deployment of traffic-
descriptor conserving scheduling disciplines in all links
along the end-to-end paths of the real-time traffic flows.
Example of such schedulers is the Rate-controlled Static
Priority (RCSP) scheduler [29]. This preserves the original
traffic descriptors of each individual flow going through it
and provides zero packet loss guarantees. However, it
requires per-flow queuing and keeping the traffic descrip-
tors of each flow in each node (it induces, therefore, per-
flow state in all nodes) and can also be computationally
expensive. Therefore, deploying RCSP in a class-based net-
work does not seem feasible (e.g. it violates the basic Diff-
serv paradigm with respect to the functionality of the core
nodes). Furthermore, since an amount of packet loss can
be acceptable for real-time traffic services such as Voice
or Video [2], and RCSP is intended to provide zero packet
loss guarantees, the deployment of RCSP can lead to
unnecessarily conservative use of network resources.



Fig. 2. Incurred PLR for VoIP (a), Videoconference (b) and mixed (c) traffic sources for target link PLR 0.01.
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In [13] the issue of traffic profile deformation is discussed
in the context of Constant Bit Rate (CBR) sources in Asyn-
chronous Transfer Mode (ATM) networks and a solution
for accounting for the traffic profile deformation of individ-
ual sources is given based on the estimation of delay vari-
ation, which, however, induces per-flow state and,
moreover, requires an appropriate method in order to
obtain this delay variation estimation. Furthermore, an
analytical model for quantifying the effect of traffic profile
deformation as a foreground CBR source is multiplexed in
a FIFO multiplexer with background traffic and also as a
main stream passes a tandem of queues with interfering
traffic is given. However, there are two assumptions made
with respect to the aforementioned analysis that, as the
authors themselves admit ‘‘with an overwhelming probabil-
ity will not be fulfilled in any real applications’’. The first
assumption is that all queues are loaded to 1 (heavy load)
and the second assumption is that the background traffic is
a superposition of a number of Bernoulli streams.

In [30], the authors build on the delay variation estima-
tion method presented in [13] and propose the use of prob-
ing packets for obtaining the delay variation of individual
inter-domain traffic sources (that is sources that cross more
than one domains) in order to update the traffic descriptors
of the sources before submitting them to the next down-
stream domain for use in admission control. However, this
requires the cooperation of adjacent domains on a per-flow
basis (meaning that a downstream domain must be aware
on a per-flow basis of all the flows originating from
upstream domains). Furthermore, as in [13], they do not
consider generic sources but only one foreground source
(modeled as a source with deterministic ON and OFF peri-
ods) multiplexed with a background source, which is mod-
eled as a Poisson process.

In this first part of our work, contrary to these afore-
mentioned works, we focus not on the traffic profile defor-
mation of individual and type-specific sources, which, as
explained induces per-flow states and can require added
functionality in core nodes for the estimation of the delay
variation. Instead, we focus on the aggregate traffic profile
deformation of generic sources and we try to go one step
further and to quantify through simulations the effect that
this aggregate traffic profile deformation can have on the
incurred packet loss rates and, therefore, on the perceived
QoS. We discuss the issues that the effects of the aggregate
traffic profile deformation raise with respect to bandwidth



Fig. 3. Incurred PLR for VoIP (a), Videoconference (b) and mixed (c) traffic sources for target link PLR 0.001.
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allocation and admission control and how they can be
addressed, without, most importantly, imposing the
requirement for keeping any per-flow state information in
core nodes.

We consider the general cases where short-range depen-
dent (VoIP), long-range dependent (Videoconference), as
well as a heterogeneous mixture of short-range and long-
range dependent (VoIP and Videoconference) real-time
traffic sources are multiplexed in the same traffic class
and, therefore, all of them need to be considered and trea-
ted as foreground sources. In such cases, obtaining a closed
form solution to quantify the effect of the aggregate traffic
profile deformation using queuing theory can become very
difficult or even intractable. Also, apart from the bufferless
statistical multiplexing model we will also examine the case
where a buffered statistical multiplexing model is used for
aggregate bandwidth allocation.
Mþ1 N 3
4.2. Scenario II: quantifying the effects of the traffic profile

deformation

In order to quantify the effect of traffic profile deforma-
tion further downstream from the first hop node after the
traffic sources are multiplexed, we proceed as follows. We
use the same simulated topology, traffic volume and types
of traffic sources, as in the previous scenario. We set the
capacities allocated to the real-time traffic class in links 1
and 2 equal to the sum of peak rates of the traffic sources
that are aggregated in links 1 and 2. This means that links 1
and 2 are transparent to the sources with respect to packet
loss (zero packet loss). For link 3 we distinguish two cases.
In the first case, we merge the two aggregate demands – one
composed of the sources Si, i = 1, . . . ,M and the other
composed of the sources Si, i = M + 1, . . . ,N, in one band-
width allocation in link 3, that is:

C3 ¼ eff ðfS1; . . . SNg; PLR3Þ ð8Þ

In the second case we reserve resources for each aggre-
gate demand independently in link 3, even though the
sources composing the two aggregate demands will be
eventually aggregated in the same traffic class in link 3,
(this is referred sometimes as isolation [31]), that is:

C3 ¼ eff ðfS1; . . . SMg; PLR3Þ
þ eff ðfS ; . . . S g; PLR Þ ð9Þ
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In Figs. 4 and 5, the target packet loss rate for link 3 is
set to 0.01 and 0.001, respectively. PLRb corresponds to
the incurred packet loss rate from link 3 when using Eq.
(8) for bandwidth allocation and PLRa corresponds to
the incurred packet loss rate when using Eq. (9).

As it can be seen from these two figures, the effect of the
traffic profile deformation, as sources become correlated
and their characteristics change while they traverse links
and multiplexers, even only one hop away from the node
where the traffic sources are firstly multiplexed (first point
of aggregation), can lead to severe violations of the packet
loss rate. Even if the isolation method (Eq. (9)) for band-
width allocation is used, which given the form of the effec-
tive bandwidth formula of Eq. (1) leads to more
conservative resource reservation compared to the case
where the two aggregate demands are merged into one
bandwidth allocation (Eq. (8)), the target packet loss rate
can be violated by more than one order of magnitude. Fur-
thermore, the increase in the level of aggregation does not
improve the situation. On the contrary, it can lead to
higher packet loss rate violations. This indicates that the
Fig. 4. Incurred PLR for VoIP (a), Videoconference (b) and
detrimental effects of the aggregate traffic profile deforma-
tion with respect to bandwidth allocation can by far exceed
the positive anticipated effects due to the increase in the
level of aggregation and the additional statistical multiplex-
ing gain that this increase is expected to have.

4.3. Scenario III: bandwidth allocation with buffered

multiplexing models

In order to have a more complete view and not restrict
ourselves to the bufferless statistical multiplexing approach,
we repeat part of the above simulations using the buffered
approach introduced in [8] for bandwidth allocation.
According to [8], for a source of type i with average rate
mi, the effective bandwidth is given by:

Ci ¼ mi þ dci=ð2BÞ ð10Þ

where B is the buffer size, ci is the index of dispersion and
d = �ln(e) with e the allowed loss rate. For M different
types of traffic sources, with Ni sources of type i the total
effective bandwidth is given by:
mixed (c) traffic sources for link 3 with target PLR 0.01.



Fig. 5. Incurred PLR for VoIP (a), Videoconference (b) and mixed (c) traffic sources for link 3 with target PLR 0.001.
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C ¼
XM

i¼1

NiCi ð11Þ

We use this effective bandwidth formula to estimate the
bandwidth for the case of the Videoconference sources. We
repeat our experiments for two buffer size levels, 30 kbytes
and 50 kbytes, respectively. These levels are set intention-
ally relatively small since we expect the real-time traffic
class to be provisioned with small queues in order to min-
imize excessive values of per-hop delay.

In Figs. 6 and 7, PLRa corresponds to the average
packet loss incurred in links 1 and 2 when the Videocon-
ference sources are aggregated in links 1 and 2 and the
target packet loss rate budgets of links 1 and 2 are set
equal to 0.01 and 0.001 (similar to PLRa in Scenario I).
PLRb corresponds to the packet loss incurred in link 3
in the case where the same number of sources, equal to
the number of sources aggregated in link 1 and link 2
for the previous configuration separately, is finally aggre-
gated in link 3, with half of them aggregated through link
1 and half of them aggregated through link 2. For this
case the capacities of links 1 and 2 set equal to the sum
of peak rates of the sources they are carrying, that means
that links 1 and 2 are transparent to the sources they are
carrying with respect to packet loss, and the bandwidth
allocated in link 3 is for target link 3 loss rate equal to
0.01 and 0.001.

As it can be seen from PLRa, using Eq. (11) for the
sources on links 1 and 2 for target link PLR 0.01 gives
the expected results for the incurred packet loss rate on
these links, whereas it is quite optimistic for the case of tar-
get link PLR 0.001, leading to packet loss rate violations
for a small numbers of multiplexed sources. Moreover,
applying Eq. (11) to calculate the provisioned effective
bandwidth in link 3 (PLRb) can lead to excessive violation
of the packet loss rate, especially for link 3 target loss rate
0.001, and for this effective bandwidth formula the viola-
tion is bigger for increasing queue size. Furthermore, in
contrast to the results in scenario II, the packet loss in link
3 does not increase with the level of aggregation. This is
due to the additive nature of the effective bandwidth
formula (11), which, in contrast to Eq. (1) that becomes
less conservative for increasing levels of aggregation,
becomes more conservative and therefore can compensate
for the detrimental effects of the aggregate traffic profile
deformation.



Fig. 6. Incurred PLR for Videoconference sources for target link PLR 0.01 and queue size 30 kbytes (a) and 50 kbytes (b).

Fig. 7. Incurred PLR for Videoconference sources for target link PLR 0.001 and queue size 30 kbytes (a) and 50 kbytes (b).
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5. Discussion

In this Section we will first elaborate on the implications
of this first part of our work with respect to the aggregate
traffic profile deformation and we will point out relevant
issues that are raised and how they can affect the perfor-
mance of bandwidth allocation and admission control
schemes. Subsequently, we will present some possible prac-
tical traffic engineering solutions for dealing with these
issues.
5.1. General implications

The first important implication is that the original traffic
descriptors for a given set of real-time traffic sources mul-
tiplexed at a network edge, are not only invalid for down-
stream nodes but also the traffic profile deformation
incurred while traversing multiplexers has, in general, a
negative effect. That is, the traffic characteristics of a given
set of sources become, on average, worse in downstream
nodes, which means that using the original traffic descrip-
tors to depict the behavior of the sources can be an overly
optimistic approximation.

The second important implication is that, for a given set
of sources, the greatest multiplexing gains are achieved at
the network edge, where the sources are uncorrelated. This
is clear from the increasing packet loss rates incurred in
core links compared to those in edge links for the same
bandwidth allocation scheme and for the same number of
multiplexed sources.
5.2. Implications for admission control

Regarding admission control, the results have certain
implications on the effectiveness of an admission control
scheme deployed in core nodes of a class-based IP network.
If a TDAC scheme is deployed in a core node, it may fail if
it is based on the original traffic descriptors of the traffic
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sources. An MBAC scheme in the same case is less likely to
fail compared to the TDAC scheme, because it relies on
real-time measurements of the aggregate traffic and uses
only the traffic descriptors of the source requesting admis-
sion. However, the original traffic descriptors declared by
the source requesting admission may not depict its behav-
ior in core nodes. It is worth noting that due to multiplex-
ing and buffering, the packets belonging to a specific source
may arrive at an interface at a rate exceeding the source’s
peak rate. That means that even the source’s declared peak
rate may not depict its worst-case behavior in core nodes
[28]. This is also known as the clumping effect [13]. There-
fore, even a conservative MBAC scheme, which makes
the assumption that the source requesting admission will
be transmitting at its peak rate, may fail when applied to
core nodes.

A similar problem for TDAC and MBAC schemes arises
when performing admission control for inter-domain traf-
fic. In this case, if an upstream domain submits the original
traffic descriptors of the sources to a downstream domain
(without taking into account the traffic profile deformation
for the sources within this upstream domain) and the down-
stream domain performs admission control based on those
traffic descriptors, this may lead to QoS violations.

In order for any admission control scheme that uses
traffic descriptors to be reliable, when used in nodes other
than the first multiplexing point, it should appropriately
modify the traffic descriptors to depict the behavior of
the sources at that specific multiplexing point. However,
this is not trivial, especially for sources whose traffic char-
acteristics cannot be accurately represented by traffic mod-
els, since it requires the estimation of delay variation and
induces per-flow state [27].

Even if the effects of the traffic profile deformation can
be taken into account and appropriate signaling methods
exist to learn the sources behavior at downstream nodes,
if a TDAC or an MBAC scheme is applied for traffic aggre-
gates on a link-by-link basis, unless the link packet loss
rates are set so that the total end-to-end packet loss
requirement of the flows traversing the larger number of
links is satisfied, this will result in higher flow blocking
probabilities for the flows traversing large number of links
(long flows). This is because packet loss rate parameters
are, for low values—as those required by real-time traffic—
additive and this effect is similar to the discrimination
against long flows in the case of EAC schemes [14]. How-
ever, if the link packet loss requirements are set so that
the total packet loss requirement of long flows is satisfied,
this can lead to underutilization of the reserved resources
for the links carrying flows traversing a small number of
links (short flows), because in these links the per-link
packet loss rates will be set to lower values than what is
actually needed and the lower the target packet loss, the
lower the achieved utilization.

The above can be seen in Figs. 8 and 9, which show the
utilization of the reserved resources for links 1 and 2 in our
topology as a function of the mean rate of the sources mul-
tiplexed in links 1 and 2 for the bufferless statistical multi-
plexing approach and for target link 1 and 2 packet loss
rates 0.01 (Util 0.01) and 0.001 (Util 0.001) (Fig. 8). They
also show the utilization of the reserved resources for links
1 and 2 as a function of the mean rate of the sources mul-
tiplexed in links 1 and 2 for the buffered statistical multi-
plexing approach and for target link 1 and 2 packet loss
rates 0.01 (Util 0.01) and 0.001 (Util 0.001) (Fig. 9).

From these figures it can be clearly seen that the lower
the target packet loss rate at a specific link, the lower the
achieved utilization. It is also worth noticing that for the
buffered statistical multiplexing approach, the increase in
utilization as a function of the aggregation level is much
lower than the corresponding increase for the bufferless sta-
tistical multiplexing approach. This is, again, due to the
additive nature of the effective bandwidth formula of Eq.
(11).

5.3. Implications for bandwidth allocation

Regarding bandwidth allocation, the results suggest that
if, during the network provisioning phase, the packet loss
requirement is translated in a hop count constraint and
the bandwidth allocation scheme in core nodes is based
on an effective bandwidth formula, even if this is done
based on edge-to-edge isolation, that is that traffic aggre-
gates that are multiplexed in the same traffic class in the
core network are allocated resources on a per ingress-egress
pair basis, the consequences may be detrimental. Further-
more, similar to the admission control case, the link capac-
ity dimensioning should be done for link packet loss rates
able to satisfy the end-to-end packet loss requirement of
the longer flows, which will lead to underutilization of
resources on links carrying only short flows.

5.4. Possible practical traffic engineering solutions

Part of the aforementioned issues about bandwidth allo-
cation and admission control schemes (e.g., unfairness
against long flows, underutilization of resources for links
carrying only short flows) can be overcome if more sub-
classes are configured and engineered in order to support
the real-time traffic flows. This way, real-time traffic flows
(with the same end-to-end packet loss rate requirement)
can be aggregated in different sub-classes so that in every
link, only flows with similar target link packet loss rate
requirements are aggregated. However, this would mean
increasing the number of classes that must be engineered
and supported in the routers. Apart from the obviously
added complexity in relevant network dimensioning,
increasing the number of classes the routers must support
can lead to dramatically decreased forwarding perfor-
mance, as demonstrated in [32].

An integrated approach for bandwidth allocation and
admission control that can be used in order to overcome
the aforementioned problems, including the traffic profile
deformation, is to apply admission control only at the net-



Fig. 8. Average utilization at links 1 and 2 for VoIP (a), Videoconference (b) and mixed (c) traffic sources for target link 1 and 2 PLR 0.01 and 0.001.

Fig. 9. Average utilization at links 1 and 2 for Videoconference sources for target link 1 and 2 PLR 0.01 and 0.001 and queue size 30 kbytes (a) and
50 kbytes (b).
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work ingress and further downstream treat the real-time
traffic aggregates in a peak rate manner. This is feasible
since, as stated in [33], the edge links are currently consid-
ered as the most probable congestion points of a domain,
whereas backbone links are overprovisioned [34]. This
approach does not induce any additional state in the core
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network and does not require core routers to be signaling-
aware, which is desired for scalability and resilience rea-
sons, and it is also proven to be a very resource-efficient
approach if network dimensioning and provisioning for
resilience against network failures is required [35]. Further-
more, as our results suggest, the greatest multiplexing gains
are achieved at the network edge anyway, and by employ-
ing the aforementioned approach, since packet losses are
not incurred by the core network but are restricted to those
incurred by the edge links, the target edge link packet loss
rates can be set higher, which means increased utilization
of these links (e.g. see Figs. 8 and 9). This is important,
since the edge links are the most common bottlenecks.

Our measurement-based admission control scheme,
which we will present in the next Section, is based on this
last integrated approach and makes use of the aforemen-
tioned assumptions, being therefore suitable for use in
class-based networks where per-flow state in the core nodes
cannot be kept. Since we assume that the interior of the
class-based network domain has been provisioned and
engineered in a peak rate manner in order to support the
real-time traffic aggregates after the first points of aggrega-
tion, taking into account the routing behavior, at each
ingress node we can have an estimate of the minimum
bandwidth available for the real-time traffic aggregate from
that ingress to each of the corresponding egress nodes. This
available bandwidth is the basis for our admission control
scheme, which is employed at the edge (ingress) nodes of
the first aggregation points. It is worth noting that since
in our approach, ingress nodes do not compete for
resources at the network core, the scheme can be com-
pletely distributed, with an instance of it running as an
independent module at each ingress node without, how-
ever, requiring any cooperation or coordination between
the ingress nodes. In distributed admission control schemes
that allow sharing of downstream resources between
ingress nodes, special actions – such as cooperation
between ingress nodes in order to update and ‘share’
among them the state of the shared resources – are needed
in order to ensure that admission control decisions made at
ingress nodes – without knowledge of the concurrent
admission control decisions at other ingress nodes compet-
ing for the same downstream resources – do not lead to
overacceptance of flows and, therefore, to QoS degrada-
tion. (For more details regarding actions that can be taken
to handle concurrent admission control decisions made by
distributed schemes, the interested reader can refer to [36]).

6. Admission control scheme

As stated in [16,37], in order for an admission control
scheme to be successful in practice, it has to fulfill several
requirements.

Robustness: An admission control scheme must ensure
that the requested QoS is provided. This is not trivial, espe-
cially for MBAC schemes, since measurement inevitably
has some uncertainty, potentially leading to admission
errors. The QoS should also be robust to traffic heterogene-
ity, time-scale fluctuations (long-range dependency), as well
as to heavy offered loads.

Resource utilization: The secondary goal for admission
control schemes is to maximize resource utilization, subject
to the QoS constraints for the admitted flows.

Implementation: The cost of deploying an admission
control scheme must be smaller than its benefits. In addi-
tion, the traffic characteristics required by the scheme
should be easily obtained from the traffic sources and the
network.

Taking these requirements into account, in this Section
we will present our measurement-based admission control
scheme, applicable to real-time sources that are able to pro-
vide only a single traffic descriptor, their peak rate. Given
the diversity of Internet-based applications that have
real-time requirements, the use of more complex traffic
descriptors in admission control, as stated in [38], to accu-
rately characterize source traffic, is neither necessary nor
plausible. In addition, since source characteristics depend
not only on the applications but also on their use, one can-
not make a priori characterization of sources with certainty
[39]. Therefore, we assume that the only available traffic
descriptor to use is the source’s peak rate. This traffic
descriptor is easy to police and, even if not available, for
sources described by a token bucket filter (r,b) an estimate
p̂ of it can be derived [38] using the equation:

p̂ ¼ r þ b=U ð12Þ
where U is a user-defined averaging period, which defines
how conservative the peak rate derivation can be.

Taking into account the benefits of bufferless statistical
multiplexing for real-time traffic, as these were described
in Section 2, in our scheme we use the normal distribution
based bufferless statistical multiplexing approach, which
based on Eq. (1), can be rewritten as:

C ’ mþ a0r with a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 lnðeÞ � lnð2pÞ

p
ð13Þ

where m is the mean aggregate bit rate, r is the standard
deviation of the aggregate bit rate and e is the upper bound
on allowed loss probability The mean aggregate bit rate
and the standard deviation of the aggregate bit rate in this
case, are derived based on real-time measurements and are
not based on traffic descriptors, as in Section 4.

6.1. Algorithm for admission control

In a class-based domain we assume that the real-time
traffic aggregate is provisioned and engineered in such a
way that at least Ctotal bandwidth is available edge-to-edge.
Every time a source wants to establish a service instance, it
signals this to the ingress node through some ‘‘RSVP-like’’
signaling protocol [40–42]. A similar assumption can be
made for the service termination. If the latter is not explic-
itly signaled, an alternative option could be to use a time-
out period as an indication of the service termination. In
any case, at each point in time, the MBAC process at each
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ingress point knows the number of active sources at that
ingress point.

When a new service request arrives, we need to decide
whether or not to allow the source to send traffic using
the real-time traffic aggregate resources until the known
egress point. Initially, we need to calculate an appropriate
time period, the measurement window, within which we
need to take and use measurements for bandwidth usage
estimations. The measured parameters are the mean rate
of the offered load, Mmeasured, and the variance of the
offered load, r2

measured , at the output queue of the ingress
node. Having the measurements and the peak rate pnew of
the new source, and by making the worst case assumption
that the new source will be transmitting at its peak rate, we
compute the estimated bandwidth Cest as follows:

Cest ¼ Mmeasured þ pnew þ a0PLR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

measured

q
ð14Þ

where a0PLR is computed as in Eq. (13), based on the target
PLR bound of the real-time traffic aggregate. This value
Cest is the estimated bandwidth used in the admission con-
trol criterion.

We need to mention here that, as also explained in Sec-
tion 3, the use of the peak rate of the new source requesting
admission in Eq. (14) does not mean that if the source is
finally admitted, it will be allocated resources equal to its
peak rate. For future admission control decisions, its real
traffic contribution will be reflected in the aggregate traffic
measurements.

6.2. Measurement window estimation

We define the measurement window w, as the time inter-
val within which the offered load is taken into account for
deriving the required measurements. In a similar fashion to
[43], we use the following expression for the measurement
window:

w ¼ maxðDTS;w0Þ ð15Þ
In Eq. (15), DTS represents the Dominant Time Scale.

DTS is the most probable time scale over which overflow
occurs. In [19], the authors describe a systematic way to
derive DTS using real-time measurements, with the
assumption that the input process to the multiplexing point
in the network is Gaussian. This is by definition our
assumption when employing (13), therefore we use this
method in order to estimate the DTS. DTS, as computed
in [19], is a function of the output buffer size. The reader
should recall that even though we employ the bufferless
multiplexing approach, a small output buffer is still
required for packet scale queuing, as explained in previous
Section. This value for the output buffer is involved in the
estimation of the DTS.

Let w 0 represent the mean inter-departure delay [18],
defined as follows (Little’s formula):

w0 ¼ havg

N active
ð16Þ
where Nactive is the number of simultaneously active sources
and havg is their average duration.

Since we assume that the service establishment and ter-
mination is signaled to the ingress nodes, the average dura-
tion of the sources can be easily obtained and updated.

Eq. (15) means that we select as measurement window
the mean inter-departure delay, i.e., the time interval within
which the system can be considered stationary – no flow
departures – so as to capture changes in the characteristics
of the aggregate traffic stream caused by the past growth or
decrease in the number of flows, unless this time interval is
not long enough to capture the time-scale fluctuations of
the aggregate traffic stream. This can happen in case of
long-range dependent traffic. In this case and in order to
enable the network to react to these long time-scale traffic
fluctuations, we use DTS as the value of the measurement
window.

6.3. The admission control criterion

Given that the allocated bandwidth for the real-time
traffic aggregate from edge-to-edge is Ctotal, and having
computed the estimated bandwidth Cest, the admission
control criterion in our scheme becomes:

If ðCest � APF Þ 6 Ctotal; admit

If ðCest � APF Þ > Ctotal; reject
ð17Þ

where APF is an Admission Policy Factor we involve in the
admission control criterion. The use of APF reflects the
provider’s policy on how strict the admission control
should be. The decisions for setting the APF can be based
on simple heuristics or ad hoc engineering methods. In the
following Section we describe an example approach for set-
ting APF, in which we take into account two issues that
challenge the effectiveness of any MBAC scheme:

(a) the traffic source heterogeneity, and
(b) the effect of measurement errors.
6.4. A heuristic for setting admission control policies

The reason for introducing APF is to reflect the provider’s
policies. This means that appropriately tuning the APF can
lead to a more conservative or a more relaxed admission con-
trol criterion. In our case we give a heuristic formula for APF

with which we address two important issues that need to be
taken into account in the admission control decision.

The first issue is that the aggregate traffic stream might
have characteristics that do not suit the effective bandwidth
formula, as this is expressed by Eq. (13). This, for instance,
can happen if the stream is composed of a small number of
very bursty connections with high peak rates and low utili-
zations [6].

To account for this, we use an exponential ON/OFF
source, with mean and standard deviation (mref,rref) as a
model source for engineering reasons (reference source).



Fig. 10. Simulation topology.
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The reason for the specific selection is that exponential
ON/OFF sources are representative models for VoIP traf-
fic, which is likely to be a big part of the traffic carried by
real-time traffic aggregates and their traffic characteristics
suit the effective bandwidth formula of Eq. (13). Further-
more, exponential ON/OFF sources are short-range depen-
dent, which means that their traffic characteristics are more
easily captured and representative within the given mea-
surement window. We define as reference trunks (Tref) the
number of simultaneously established reference sources
that can fit in Ctotal, according to Eq. (13), for a given
bound on packet loss rate.

When a new request arrives, having measured the mean
rate Mmeasured and the variance r2

measured of the offered load,
we calculate the number Nm of the reference sources, whose
aggregate mean rate is equal to or greater than Mmeasured. We
also calculate the number Nr of the reference sources, whose
aggregate variance is equal to or greater than r2

measured . That
is, Nm and Nr satisfy the following relationships:

Nm ¼
Mmeasured

mref

� �
and N r ¼

r2
measured

r2
ref

& ’
ð18Þ

Having estimated Nm and Nr, we compute their mean value
Nref:

Nref ¼ ðN m þ NrÞ=2 ð19Þ

This value represents a rough estimate of the number of
reference sources that produce, within the measurement
window, load with mean and variance similar to the ones
measured. To compensate for the above, we set APF to
be proportional to the quantity (Nref/Tref).

The second issue that needs to be taken into account
with the policy factor is the effect of measurement errors.
As shown in [18], assuming that the measured parameters
represent real traffic can heavily compromise the perfor-
mance of an MBAC scheme. Measurement errors tend to
compromise QoS, as there exists a fundamental asymmetry
associated with the uncertainty of the measured parame-
ters: the negative effect on QoS of an underestimation of
parameters – and therefore of an overestimation of the
number of permissible flows – far exceeds the positive effect
on QoS of an overestimation of parameters [18]. Also, the
stringent the PLR requirement, the easier it is to violate it
due to measurement errors. In the case where only aggre-
gate bandwidth information is available through measure-
ments, as in our scheme, the degradation in performance
can be mainly attributed to errors in the estimation of
the variance [16]. With non-negligible probability the vari-
ance can be significantly underestimated. To compensate
for the measurement uncertainty, we proceed as follows:
given Eq. (13), for a specific target PLR, we set APF to

be proportional to the quantity

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 lnðPLRÞ�lnð2pÞ
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 lnðPLRref Þ�lnð2pÞ
p .

That is, we inflate the part of Eq. (13) that relates to the
variance estimation, based on a reference PLR level. By
setting PLRref to be larger than PLR, we ensure that the
more stringent the PLR requirement, the greater the value
of this quantity. This reference PLR can be set by policy to
adjust the conservativeness of the MBAC scheme.

Combining the two aforementioned quantities, the final
expression for the admission policy factor that can be used
is:

APF ¼ ðNref =T ref Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 lnðPLRÞ � lnð2pÞ

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 lnðPLRref Þ � lnð2pÞ

p ð20Þ

We also set APF = 1 whenever the equation above
results to APF values less than 1. That means that we use
APF in a conservative way in the admission control crite-
rion. The admission policy factor can be considered as a
tuning parameter. Even though we derive APF somehow
heuristically, based on intuition rather than strict mathe-
matical analysis, one should take into account that all
MBACs employ additional admission policy tuning param-
eters [16,44] because it is not possible to completely decou-
ple performance from traffic characteristics. In addition,
difference in performance caused by flow heterogeneity is
a matter to be addressed by policy, rather than through
algorithmic modifications [44].

7. Performance evaluation

In order to evaluate the performance of our admission
control scheme, we run simulations using the network sim-
ulator ns-2, with the typical, for admission control evalua-
tion purposes, dumbbell topology of Fig. 10.

We assume that the sources connect to the ingress node
through links with negligible congestion. Even if the
sources originate from local area networks (LANs), this
assumption can still be considered valid, since LANs have
large enough bandwidth to handle a number of sources,
larger than that of wide area networks in most real network
situations [45].

We set the reference PLR equal to 0.01 and we fix the
output queue for the real-time traffic class to 500 bytes
and to be served in a non-work conserving scheduling man-
ner. As a reference source, we use an exponential ON/OFF
source with a peak rate of 64 kbps and mean durations for
the ON and OFF periods 1.004 and 1.587 s, respectively
[25]. We use scenarios with the target bound on packet loss
rate for the aggregate real-time traffic equal to 0.01 and
0.001.These bounds represent typically acceptable PLR
values for the VoIP service and for real-time applications
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in general, according to [46,47]. We need to stress here that
if the real-time applications require different PLR (or QoS
in general) targets to be met, then multiplexing them in a
single class would require for the most stringent QoS
requirement among them to be met. This would lead to
severe underutilization of resources. In such a case, appli-
cations with different QoS requirements should be multi-
plexed in different classes based on the value of the
requested QoS. For our simulations we assume that the
real-time applications have the same PLR requirement
and can, therefore, be multiplexed in a single class.

We set the output link capacity allocated to real-time
traffic to correspond to Tref equal to 100. This means that
the output link capacity is set equal to 3.33 Mbps for the
target PLR 0.01 case and equal to 3.56 Mbps for the target
PLR 0.001 case. In a real network situation, unused
capacity of the real-time traffic class would be fully avail-
able to a lower priority, e.g. best-effort, traffic, so there
would be no waste incurred by this partitioning. In a sim-
ilar fashion to the simulations in Section 4, we do not con-
sider any best-effort traffic or the existence of any other
traffic classes in our simulations and all the results are
based on averages of simulations for 20 randomly chosen
seeds, each for a total of 4100 s, using the first 500 s as a
warming-up period.

In order to test the robustness of the scheme with respect
to traffic heterogeneity and long-range dependency, we use
both VoIP and Videoconference traffic sources. For VoIP
traffic we use an ON/OFF source model with exponentially
distributed ON and OFF times, having a peak rate of 64
kbps. The mean durations for the ON and OFF periods
are 0.350 and 0.650 s, respectively [48], meaning that its
average rate is 22.4bps. For Videoconference traffic we
use an H.263 coded trace from [49] with average rate
64kbps and peak rate 332.8 kbps. The H.263 format has
been widely employed to model Videoconference traffic,
e.g., see [50,51]. The active time of both VoIP and Video-
conference sources is exponentially distributed with an
average of 300 s.

In order to test the robustness of the scheme with
respect to offered load, we test varying load conditions
ranging from 0.5 to 5, where the value 1 (reference load)

corresponds to the average load that would be incurred
by a source activation rate equal to 1000 VoIP sources/
hour. Given the average rates and the durations of the
VoIP and Videoconference traffic sources, this value 1
also corresponds to the load incurred by a source activa-
tion rate equal to approximately 350 Videoconference
sources/hour.

In order to compare the performance of our scheme,
which we call MBAC-GEO, against other existing propos-
als, we implement three other algorithms. The first algo-
rithm is an MBAC scheme described by Zukerman et al
in [52] as Rate Envelope Multiplexing (REM), with adap-
tive weight factor and no histogram update (the packet
loss measurement approach). The reasons for the selection
of the specific MBAC scheme (we call it MBAC-ZUK)
for comparison with our scheme are that: (a) REM also
makes the zero buffer approximation with respect to sta-
tistical multiplexing and (b) implementation-wise, in a
similar fashion to our scheme, it requires only aggregate
bandwidth measurements and the peak rate of the sources
requesting admission in order to derive the admission
control decision. The time scales involved in this scheme
are 0.05, 0.1, 0.5, 1 and 2 s. We also adopt the value
0.05 s as the minimum sampling interval in our approach
in order to derive measurements for the mean rate, the
variance of the offered load and to additionally estimate
the DTS.

The second algorithm is an EAC scheme described by
Karlsson et al in [53]. In order to test this scheme (we call
it EAC-KAR), since it is an out-of-band probing scheme,
we implement, using the built-in class-base queuing mech-
anisms of ns-2, an additional lower priority queue for the
probing packets that can store, as in [53], a single probe
packet and which is only served when the higher priority
real-time traffic queue is empty. As in [53], we set the prob-
ing rate equal to the peak rate of the source requesting
admission, we consider probe durations of 0.5 s up to 5 s,
and we also assume that there is no latency involved
between the probing phase completion and the admission
control decision.

The third algorithm is a simple TDAC Peak Rate Allo-
cation scheme (we call it TDAC-PRA) that only admits a
new source if the following condition is satisfied:X

pi þ pnew 6 Ctotal ð21Þ

where
P

pi is the sum of peak rates of the already estab-
lished sources. With this scheme, there are no losses, since
it does not account for any statistical multiplexing.

As stated in [54], any admission control scheme must
address the trade-off between packet loss, which is the
mostly used QoS index [37], and utilization. Therefore for
performance evaluation we use these two metrics, together
with the average blocking rate.

In our simulations we consider two cases for the mixture
of traffic sources that request admission: (a) Videoconfer-
ence sources only and (b) VoIP sources only.

For TDAC-PRA we do not show any PLR results
because the PLR is constantly zero. For MBAC-ZUK,
the results shown are for the algorithm parameters set
equal to the values used in [52] (for a detailed description
of MBAC-ZUK, the interested reader can refer to [52]).
For EAC-KAR, the results shown are for probe duration
of 3 s for the VoIP sources only case and for probe dura-
tion of 2 s for the Videoconference sources only case.
These probe durations give the best trade-off between
packet loss and utilization for the examined cases. For
shorter probing durations we observe violation of the tar-
get PLR, whereas for longer probing durations we
observe significant thrashing effects. (A reduced initial
set of the results presented in this section can be found
in [55]).
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7.1. Videoconference sources

The performance results for Videoconference traffic
sources are shown in Figs. 11 and 12.

For videoconference traffic, all schemes satisfy the target
PLR for all loading conditions. For target PLR 0.01, all
schemes are unnecessarily conservative, which can be
partly attributed to the stringent admission control crite-
rion (all schemes make the worst case assumption that
the new source will be transmitting at its peak rate) and
the high peak rate of the videoconference sources com-
pared to their average rate. Regarding utilization and
blocking, the performance of MBAC-GEO is, on average,
better than that of EAC-KAR and slightly better than that
of MBAC-ZUK.

The reader should recall at this point that the objective
is not to achieve the lowest PLR possible, but to keep the
incurred PLR within the limits of the target PLR, while
maximizing utilization and minimizing blocking. For
example, for TDAC-PRA the incurred PLR is zero, but
the blocking is significantly higher and the utilization
Fig. 11. Incurred PLR (a), utilization (b) an
achieved is also significantly lower than any of the other
three algorithms, and because of the high peak rate of
the H.263 videoconference sources compared to their aver-
age rate, it does not exceed 15%.

7.2. VoIP sources

The performance results for VoIP traffic sources are
shown in Figs. 13 and 14.

For VoIP traffic, all schemes satisfy the target PLR 0.01.
MBAC-ZUK is more conservative than MBAC-GEO and
EAC-KAR, achieving therefore lower utilization and
incurring higher blocking. For EAC-KAR we can see that
for loading conditions more than 4 times the reference load

we enter the thrashing region, which for an out-of-band
probing EAC algorithm is indicated by a decrease in the
incurred PLR, accompanied by a decrease in the achieved
utilization and an increase in the blocking rate. For target
PLR 0.001, MBAC-GEO and EAC-KAR satisfy this PLR
for all loading conditions with EAC-KAR being less con-
servative, achieving, therefore, slightly higher utilization
d blocking rate (c) for target PLR 0.01.



Fig. 12. Incurred PLR (a), utilization (b) and blocking rate (c) for target PLR 0.001.
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and incurring slightly lower blocking. EAC-KAR in this
case enters the thrashing region for loading conditions
more than 3 times the reference load. MBAC-ZUK violates
this PLR for loading conditions more than 3 times the ref-

erence load, even though the no histogram update method
used in our implementation of MBAC-ZUK is the most
conservative approach among all the other variations pre-
sented in [52]. This means that the tuning parameters
involved in MBAC-ZUK should be reconfigured in a trial
and error fashion and set to new values -different from the
ones used in the Videoconference sources only case and the
target PLR 0.01 VoIP sources only case – in order to satisfy
the target PLR 0.001 for all loading conditions for VoIP
sources only. We need to stress here that EAC-KAR also
employs a tuning parameter, which is the probe duration,
which we have to vary from 0.5 s up to 5 s in order to find
its optimal value (3 s) for the VoIP sources simulated load-
ing conditions. This value is different from the value used
for the Videoconference sources only case (2 s). For VoIP
sources only and for probe duration 2 s, we observed target
PLR violations even higher than these observed for
MBAC-ZUK.
TDAC-PRA incurs lower blocking and achieves much
higher utilization compared to the previous case, where
we have Videoconference sources only, because of the
lower peak rate of the VoIP sources compared to their
average rate, but still significantly lower than any of the
other three schemes.

7.3. Discussion of simulation results

The simulation results show that MBAC-GEO can sat-
isfy the target PLR in all cases (which is the primary objec-
tive) without requiring any further reconfiguration of its
parameters for individual traffic scenarios and loading con-
ditions and despite the effects of measurement errors. As
we show, it is possible without any reconfiguration of its
tuning parameters to achieve reasonably good performance
regarding utilization and blocking (which is the secondary
objective) for a variety of traffic scenarios and loading
conditions.

MBAC-ZUK satisfies the target PLR for the target
PLR 0.01 case without requiring reconfiguration of its
tuning parameters, it fails, however, to satisfy the tar-



Fig. 13. Incurred PLR (a), utilization (b) and blocking rate (c) for target PLR 0.01.
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get PLR 0.001 value for VoIP sources traffic scenar-
ios. For these scenarios new values for its tuning
parameters should be sought in a trial-and-error
fashion.

EAC-KAR satisfies the target PLR for all simulated
cases by appropriately reconfiguring its tuning parameter,
following the guidelines in [53]. However, for the VoIP
sources only case for both target PLR values and for high
loading conditions, this is achieved while entering the
thrashing region, which is a region an EAC scheme should
avoid entering, which means that the target PLR is not
actually satisfied due to the ability of EAC-KAR to adapt
to the traffic conditions.

In Fig. 15 the averages of utilization and blocking
rate for all simulated cases and loading conditions for
all four schemes, including the scenarios and loading
conditions where MBAC-ZUK violates the target PLR,
are shown.

As it can be seen, MBAC-GEO achieves, on average,
the highest utilization and incurs the lowest blocking rate
among all schemes, while satisfying the target PLR in all
cases and without requiring any reconfiguration of its
parameters. It is followed by MBAC-ZUK, which, how-
ever, violates the target PLR in certain cases. EAC-
KAR achieves the third best performance regarding
blocking and utilization (which can be attributed to the
fact that it ‘needs’ to enter the thrashing region in order
to satisfy the target PLR), while satisfying the target
PLR, but, as shown, this requires the adjustment of its
tuning parameter (probe duration). As expected, TDAC-
PRA is the worst performer with respect to utilization
and blocking.

In all cases examined, for both MBAC-GEO and
MBAC-ZUK we observe an increase in the incurred PLR
for higher loading conditions. This is anticipated [18]
because they both rely on measurements, so every new
admission request has the potential of being a wrong deci-
sion. This means that a high source activation rate (which
directly translates to high loading conditions) is expected to
have a negative effect on performance. The same holds for
EAC-KAR but only for the cases where we have not
entered the thrashing region.



Fig. 14. Incurred PLR (a), utilization (b) and blocking rate (c) for target PLR 0.001.

Fig. 15. Average utilization (a) and blocking rate (b).
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It is worth mentioning that we also considered the sce-
nario where mixed VoIP and Videoconference sources
request admission, however the simulation results for this
scenario are very similar to the VoIP sources only and Video-
conference sources only scenarios and, therefore, are not
shown here.
8. Limitations and implementation issues of the admission

control scheme

In this Section we will discuss the limitations and the
potential implementation and deployment scenarios of
our admission control scheme, which is based on our inte-
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grated approach for bandwidth allocation and admission
control.

8.1. Limitations

The limitations of any admission control scheme are a
consequence of the fundamental assumptions it makes
and on which it builds its logic. These assumptions inevita-
bly limit the applicability and validity of any admission
control scheme in cases where they are not met. In that
respect, our admission control scheme makes two key
assumptions.

The first one, which relates to the network configura-
tion, is that either the network core is overprovisioned,
or the real-time traffic class is very carefully pre-provi-
sioned. Either of these assumptions affects our admission
control scheme in the same way, i.e. the only place where
we need to apply admission control is at the network
domain ingress nodes since treating real-time traffic aggre-
gates further downstream in a peak rate manner is feasible.
This approach also implicitly guarantees that no further
QoS degradation (incurred PLR to be more precise) will
take place further downstream from the first multiplexing
point (ingress node). As already mentioned, the ‘overprovi-
sioned core’ assumption is not uncommon in the literature,
e.g. see [33,34]. Also, careful and strategic pre-provisioning
and engineering for real-time traffic with Diffserv has been
an area that has attracted a lot of research interest in the
recent past, so such practices can be expected in the future.
However, in cases where a network domain core is neither
overprovisioned nor pre-provisioned for real-time traffic,
the admission control scheme would not be valid as it is.
It would need to be extended to take into account moni-
tored information from all the potential bottlenecks within
a domain and also concurrency-related issues, i.e. competi-
tion between admission control decision points for the
same downstream resources, as well as account for the traf-
fic profile deformation of the flows requesting admission at
each admission controlled multiplexing point. We believe
that this would be a very challenging task, and at a first
glance it would be more cost effective to opt for a simple
admission control scheme, like ours, and spend some effort
and resources to overprovision or properly engineer the
domains.

The second assumption, relates to the modeling of the
traffic aggregate at the ingress nodes using the Gaussian
assumption. This assumption is required in order to be
able to use Eq. (13) to derive the effective bandwidth
for the real-time traffic aggregates at the ingress nodes.
The Gaussian assumption also needs to hold for the
method introduced in [19] to derive the Dominant Time
Scale value (DTS) which is used in our approach to
derive the expression for the measurement window. As
already mentioned, the Gaussian assumption is common
in the literature, e.g., see [6,8,19,20] and has been proven
to be a good approximation of real traffic. But it does not
hold when the number of multiplexed sources is very
small, especially when these sources are very bursty with
high peak rates and low utilizations [6]. In our approach
we try to partly account for this limitation by introducing
the Admission Policy Factor (APF), however if the num-
ber of multiplexed sources is extremely small then a dif-
ferent traffic modeling approach should be sought as
well as a different method to estimate the expression for
DTS.

Another limitation that needs to be mentioned is that
our admission control scheme employs a tuning parameter,
the Admission Policy Factor (APF), which is derived based
on heuristics rather than mathematical analysis. That
means that in cases where the APF is not appropriately
tuned, this may lead to either a too conservative admission
control criterion or to a rather loose one. In future work we
will attempt a more analytical approach for setting the
APF, so as to make our admission control scheme less reli-
ant on heuristics.

8.2. Implementation issues

In Section 5.4 we described our admission control
scheme as a distributed system running as an independent
module at each of the ingress nodes in a domain. Since
there is no competition between ingress nodes for resources
at the network core, either because of overprovisioning or
proper engineering, no cooperation or coordination among
ingress nodes is required, therefore the only signaling nec-
essary is from the end-users to the ingress nodes they are
connected to. This signaling can be performed through
an ‘‘RSVP-like’’ signaling protocol [40–42]. As in [40],
one could, for example, consider the use of RSVP in a
‘lightweight’ mode where the RSVP PATH message from
the end-user conveys the service request to the admission
control module at the ingress node and the RSVP RESV
message from the admission control module at the ingress
node conveys the admission control decision for the service
request back to the end-users.

In addition to supporting real-time service request/
response operations, the admission control module at each
of the ingress routers must have monitoring information
regarding the aggregate rate of real-time traffic at each of
the output interfaces of the ingress nodes. If the admission
control module at a certain ingress router is implemented
as an internal part of the routers’ software suite, then the
monitoring information about the state of the output
queues can be easily collected through monitoring software
operating within the ingress node. If the admission control
module is operating on a separate control station attached
to the ingress node, then in order to obtain the required
monitoring information the ingress router should support
remote monitoring capabilities. Most of the modern rou-
ters do have such functionality. For example they can
expose monitoring information through the Simple Net-
work Management Protocol (SNMP) [56] or through other
means, such as IP Flow Information Export (IPFIX) [57]
or NetFlow records [58].
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The deployment decision of having the admission con-
trol module running onto a control station directly
attached to the ingress router rather than being integrated
into the router’s software, offers flexibility, especially when
the router’s software does not support the required admis-
sion control functionality or is not open for customization.
On the other hand, though, it adds a small delay to the
responsiveness of the admission control scheme.

9. Conclusions and future work

In this paper we first highlight several issues with
respect to bandwidth allocation and admission control
for the support of real-time traffic in class-based IP net-
works. We discuss the implications of topological place-
ment, that is the location of the employed bandwidth
allocation and admission control schemes with respect
to the end-users requesting the services and the various
network boundaries (access, metro, core, etc.) and we
show that the performance of bandwidth allocation and
admission control schemes can be heavily dependent on
it. This means that their performance at different points
in a class-based IP network and for the same traffic load
conditions can be quite different and can deviate signifi-
cantly from the expected targets. Through simulation we
also try to provide a quantitative view of the aforemen-
tioned issues for a variety of heterogeneous traffic
scenarios.

Taking the implications of topological placement into
account, we then propose a measurement-based admission
control scheme for heterogeneous real-time traffic. We
assume that an instance of our MBAC scheme runs at
every ingress node in a distributed manner. We demon-
strate through simulation that the scheme is robust to
traffic heterogeneity, time-scale fluctuations and heavy
offered loads. The scheme can satisfy the packet loss rate
requirement in all cases despite the effect of measurement
errors and without requiring any reconfiguration of its
parameters. Furthermore, the scheme achieves satisfactory
utilization and compares well against existing admission
control approaches for the same simulation setup. Finally,
we have to mention that our scheme is also easy to imple-

ment. It only relies on aggregate bandwidth information
and does not require any per-flow information state.
The required traffic characteristics are the peak rate of
the traffic source requesting admission and the mean rate
and the variance of the aggregate real-time traffic load at
the output queues of the ingress node where the MBAC
instance runs. These can be easily obtained. In addition,
the scheme does not require any cooperation between
the ingress nodes and requires the use of signaling only
from the sources to the ingress nodes, but not further
downstream within the domain, since it is based on provi-
sioned information.

In our current research efforts, we are focusing on
extending our MBAC scheme for inter-domain traffic;
that is traffic that crosses more than one domains. For
the inter-domain traffic case, since peering links at the
border routers between neighboring domains are often
bottlenecks [59–61] and also the source of some of the
greatest costs for network operators [61], they cannot be
widely overprovisioned. Therefore, MBAC should also
take into account the state of these links before deriving
the admission control decision. We are investigating what
type of information needs to be measured in this case to
depict the state of the peering links and how this informa-
tion can be incorporated in our MBAC scheme, taking
again into account the implications of topological
placement.
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