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Abstract

An increasing number of Low Latency Applications (LLAs) in the entertainment (Virtual/Augmented Reality), Internet-of-Things (IoT), and automotive domains require response times that challenge the traditional application provisioning process into distant data centres. At the same time, there is a trend in deploying In-Network Computing Resources (INCRs) closer to end users either in the form of network equipment, with capabilities of performing general-purpose computations, and/or in the form of commercial off-the-self “data centres in a box”, i.e., cloudlets, placed at different locations of Internet Service Providers (ISPs). That is, INCRs extend cloud computing at the edge and middle-tier locations of the network, providing significantly smaller response times than those achieved by the current “client-to-cloud” network model.

In this thesis, we argue about the necessity of exploiting INCRs for application provisioning with the purpose of improving LLAs’ Quality of Service (QoS) by essentially deploying applications closer to end users. To this end, this thesis investigates the deployment of LLAs over INCRs under fixed, mobile, and disrupted user connectivity environments. In order to fully reap the benefits of INCRs, we develop for each connectivity scenario algorithmic frameworks that are centred around the concept of a market, where LLAs lease existing INCRs. The proposed frameworks take into account the particular characteristics of INCRs, such as their limited capacity in hosting application instances, and LLAs, by addressing the number of instances each application should deploy at each computing resource over time. Furthermore, since typically the smooth operation of network applications is supported by Network Functions, such as load balancers, firewalls etc., we consider the deployment of complementary Virtual Network Functions for backing LLAs’ provisioning over INCRs. Overall, the key goal of this thesis is the investigation of using an enhanced Internet through INCRs as the communication platform for LLAs.
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Chapter 1

Introduction

We are in the midst of a revolution in communication services where a plethora of applications progressively affect different aspects of our daily activities. Recent communication paradigms [33, 80, 203, 216] envision a more immersive and pervasive Internet that will globally enable domains such as home automation, mobile healthcare, elderly assistance, autonomous vehicles, and many others [40, 133]. Over the last decades, the Internet has provided the technological glue for interconnecting people while fostering the conditions for the development of a phenomenal number of applications. The Internet is increasingly a platform for accessing services [140] where different economic network entities, such as Internet Service Providers (ISPs), cloud computing providers etc., interact for delivering services to end users with the support of Network Functions (NFs) that manipulate the network traffic for other purposes than packet forwarding, like load balancing, security etc..

However, despite the Internet’s commercial triumph in acting as a platform for accessing applications, there is an inherent struggle in providing a satisfying Quality of Service (QoS) [79, 200, 220] due to the “best effort” performance of networks’ transport services as well as the physical latency caused by accessing remote data-centres, where network applications are hosted. The Internet’s structure is bound to inhibit the proliferation of futuristic applications whose QoS relies heavily on underlying latency and network response times. Traditional network and data centre expansion methods present a costly approach [66] that, in the advent of continuing traffic increase, is outpaced in an horizon of few years [96] leading to impractical solutions. Clearly, novel methods with respect to the way different network entities interact to deliver services have to be considered, and exploiting existing third party computing resources for service provisioning appears to be a very attractive and incrementally deployable approach.

1.1 Motivation

Service provisioning refers to the allocation of cloud computing resources, in the form of Virtual Machines (VMs) that can host application instances for serving their end users’ requests [131]. Service provisioning is enabled via virtualisation, defined as the process of creating an emulation of a hardware and/or software environment that appears to the user as a complete instance of that
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Virtualisation is a fundamental element of cloud computing [196], where it is used extensively for the manipulation of the involved hardware. In other words, virtualisation enables cloud’s elasticity in coping with demand changes, for computing resources, in a cost efficient way via on-demand computation [72]. However, an increasing number of Low Latency Applications (LLAs), characterised by strict network throughput and delay requirements, render the current centralised cloud-based infrastructure unfit for purpose [59].

An application request is typically forwarded to an application instance located at a data centre/cloud leased, or occasionally owned, by the entity in charge of satisfying the end users’ requests; we refer to that entity as Application Service Provider (AppSP). The cloud’s elasticity guarantees the availability of applications’ instances by provisioning additional resources when it is required. However, applications’ QoS is still prone to both best effort network performance and the physical latency of accessing the cloud. Especially in the case of LLAs the QoS depends on i) the relative position between end users and application instances, in terms of number of hops, latency, congestion etc., due to the correlation between the proximity of service provisioning and the network conditions improvement [48] [145], i.e., the closer a service is provisioned the lower the chances for the best effort transport services to fail, and ii) the network functions that operate on the traffic. Specifically, network functions come in the form of dedicated middlebox hardware that inspects, filters, and/or manipulates the traffic for purposes other than packet forwarding, related to security and network performance [51]. Nowadays, due to the cloud success in delivering computationally intensive services, middlebox network functions are considered getting virtual [75] [132], referred to as Virtual Network Functions (VNFs), and provisioned in the cloud [174].

We argue that a network service access platform, that aims at improving the experienced net-
work conditions, should ensure that both LLA and VNF instances have numerous options of getting provisioned; improving the underlying best effort network service indirectly, by bringing LLA instances closer to the end-users, as well as directly, by deploying VNFs in a network performance-aware way. That said, a ubiquitous deployment of computing resources is prohibitive due to the associated investment cost, i.e., capital expenditure (CAPEX). A promising alternative that ensures the high availability of hardware infrastructure is the employment of third party computing resources, as depicted in Fig. 1.1 that already exist in abundance in the form of i) user devices capable of device-to-device communication (D2D), including smart phones, laptops, IoT gadgets, autonomous vehicles, and smart home infrastructures; ii) edge computing, existing in (WiFi) access points (APs) and mostly at the base stations (BSs) of the cellular networks as “data centres in a box”, i.e., cloudlets, iii) fog computing, covering the computing resources of access and middle-tier locations of the network such as routers and other network equipment, Content Distribution Networks’ (CDNs) infrastructures, and cloudlets. Clearly, the approach of provisioning services over third party computing resources augments the Internet’s capability in delivering LLAs by extending the cloud paradigm to include and dynamically provision any kind of accessible computing infrastructure. Specifically, we refer to any form of hardware infrastructure accessed via the Internet as In-Network Computing Resource (INCR) and to the owners of INCRs as In-Network Computing Providers (INCPs). Research so far has mainly focused on optimising network and transport protocols to reduce latency rather than exploiting the INCRs for the provisioning of applications. This thesis studies the problem of optimising resource allocation and utilisation of INCR, in order to improve the QoS in delivering LLAs via network-aware service provisioning.

However, the INCPs are independent entities that need to be incentivised in order to participate, since the LLA provisioning involves operational expenses, e.g., energy consumption. Hence, in order to enable the effective provisioning of services over the INCRs, we have to provide answers to the questions of how the INCPs are incentivised to participate?, and/or from an application perspective how the services manage their instances over the network for satisfying the end users’ demand?

The challenge here is the design of provisioning mechanisms that incentivises the participation of INCPs. The provisioning problem is additionally complex due to the following practical issues that we explicitly take into account:

A1) Limited Elasticity of INCRs. In general, INCRs are incapable of providing the essentially boundless elasticity of the cloud, due to the limited amount of computing resources at their possession; that is, at a given INCR, the demand for resources can exceed their availability.

A2) Discovery of INCRs. Discovering computing resources for provisioning services is a challeng-
ing task due to i) the INCRs’ availability, related to INCRs’ elasticity limitations, and ii) the number of INCRs Points-of-Presence (PoP), which are exceeding by far the corresponding number of Clouds.

A3) On-Demand Provisioning. Applying the paradigm of on-demand computation for application provisioning is not trivial in the case of INCRs due to i) the limited elasticity of INCRs, ii) the INCRs’ discovery challenge, and iii) the offered INCRs’ QoS gains, since INCRs’ locations have an individual impact on the involved QoS of different services.

1.2 Methodology & Contributions

We consider INCPs as independent economic entities who are interested in maximising their (monetary) profit by leasing their computing resources. Specifically, we investigate application provisioning mechanisms that operate in the context of a market [11] tailored to the different settings of LLAs and VNFs, where a market acts as a dedicated location to which INCPs can advertise their available resources. The choice of approaching the provisioning problem as a market comes naturally due to the need for a systematic way of discovering available INCRs (A2) while incentivising the participation of INCPs. Then, the design of provisioning mechanisms is responsible to handle both the challenges of limited elasticity (A1) and on-demand provisioning (A3).

In particular, for the provisioning of VNFs, we developed a market based resource management framework for the deployment of network functions in arbitrary network topologies with respect to the virtual middleboxes and network conditions. On the other hand, regarding the LLAs, we consider their provisioning under the scenarios of:

1. Disrupted Connectivity, where users have to rely on other collocated users’ devices for continuing accessing an application for as long as they are disconnected. Along these lines we investigate the problem of collaborative media streaming as an extreme case of delivering a LLA in disrupted connectivity.

2. Mobile Connectivity, where the network conditions with respect to a specific application instance change as soon as users move to a different access point, rendering the current service provisioning outdated. Hence, the service provisioning has to be performed periodically in order to follow the changes of QoS caused by the mobility of users.

3. Fixed Connectivity, where despite the stable network conditions between the end users and application instances, we assume that once the users get engaged with application instances they cannot be disrupted. In that way, we study the case of provisioning services that are heavily stateful [45], i.e., a user cannot be redirected to another application instance due to the execution runtime information that has to migrate and would result in a negative impact on her QoS. Therefore, the service provisioning has to be performed with respect to the future demand for LLAs.
Both VNFs and LLAs provisioning takes place with respect to challenges \((A1)-(A3)\).

The aforementioned connectivity settings cover the spectrum of scenarios under which users access applications. This thesis at first gives emphasis to mobile connectivity by also including the extreme mobile case of disrupted connectivity. In fact, there are good reasons to believe that the majority of next generation applications will be accessed by mobile users, especially if we consider the increasing number of per person wireless devices connected to the Internet in the context of IoT\(^2\). At the same time, this work would be incomplete without considering the scenario of fixed connectivity. Given that every mechanism applied to the mobile connectivity could be adjusted to the less demanding case of the fixed one, we consider the setting of fixed connectivity under the challenging deployment of heavily stateful applications.

This thesis makes the following contributions:

**B1)** Investigates the problem of Service/Application Provisioning over INCRs. We study the problem of service provisioning of VNFs, in arbitrary topologies, as well as LLAs, under different connectivity scenarios.

**B2)** Develops Market Oriented Application Provisioning Mechanisms that Incentivise INCPs.
We focus on the interdependent problems of i) INCPs monetary profit generation, i.e., how infrastructure owners make money, and ii) real-time INCRs management, i.e., which LLA/VNF should be deployed and where, in order to support dynamic application provisioning. Our rational is that satisfied AppSPs will continue deploying their services over the INCRs while the profit generation of INCPs will promote the further expansion of their infrastructure.

**B3)** Augments the Cloud Paradigm by Including INCRs. We complement the cloud paradigm by enabling the on-demand provisioning of services over the INCRs. In that way, AppSPs of LLAs can deliver their services in a network aware way that improves their involved QoS.

**B4)** Promotes the Internet’s Role as a Network Conditions Aware Service Access Platform.
The improvement of QoS produced from the provisioning of LLAs over INCRs stimulates the further development of LLAs. As a result, the Internet enhances its position as a service access platform that welcomes the deployment of LLAs.

### 1.3 Thesis Outline
The rest of the thesis is organised as follows:

**Chapter 2** provides an overview of typical applications’ deployment over the network and the challenges of enabling LLAs over INCRs.

**Chapter 3** focuses on the collaborative media streaming on urban railways as an extreme case of provisioning LLAs in the context of disrupted connectivity. Specifically, this chapter describes

\(^2\) According to Cisco’s Complete Visual Networking Index Forecast.
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a feasibility evaluation tool for estimating the performance of a TV/radio channel application where commuters can either “tune in” or submit requests for a content that they desire to watch or listen to, which eventually forms a playlist of videos/podcasts/tunes. Given that connectivity is challenged by the movement of trains and the disconnection that this movement causes, users collaboratively download (through cellular and WiFi connections) and share content, in order to maintain undisrupted playback, having at the same time the joint role of INCPs that host a LLA and the role of end users who request it.

Chapter 4 describes a mechanism tailored to the emerging market of LLA provisioning over the INCRs with respect to the end users mobility. Along these lines, we propose an Edge Market mechanism (Edge-MAP) for bringing together INCRs from various network locations and mobile users via cellular based markets. Edge-MAP at a micro-level relies on Vickrey-English-Dutch (VED) auctions to perform robust resource allocation, while at a macro-level fosters the competition among INCRs by providing feedback regarding profit opportunities. The provisioning mechanism is executed periodically to adapt the existing service provisioning to QoS changes caused by end users’ movement.

Chapter 5 presents a market-based provisioning mechanism for heavily stateful LLAs and users under fixed connectivity. We introduce FogSpot, a spot price charging mechanism for on-path, on-demand, application provisioning. In FogSpot, cloudlets offer their resources in the form of VMs via collocated, to the cloudlets, markets that interact with forwarded users’ LLA requests in real time. FogSpot associates each cloudlet to a spot price based on the current application requests conditions. The proposed mechanism takes into account the particular characteristics of cloudlets resource provisioning, such as limited elasticity of resources, and LLA attributes, like QoS gain and expected user engagement duration. Lastly, FogSpot guarantees end users’ requests truthfulness while focusing on maximising either the cloudlet’s revenue or resource utilisation.

Chapter 6 addresses the provisioning of VNFs. Specifically, we introduce DRENCH as an algorithmic resource management framework, designed for arbitrary network topologies, i.e., ISPs, that captures the involved trade-offs of VNFs in minimum workload, load balancing, and flow path stretch. DRENCH operates as a low complexity VNF provisioning and flow steering management framework with respect to the network conditions. Each ISP is considered as a regulated market environment where INCPs can participate and compete by managing their resources for instantiating VNFs that operate on the network traffic at a predefined, by the ISP, price.

Chapter 7 summarises the findings of this thesis before identifying future research directions.

Overall, this thesis covers resource allocation and management of INCRs from a multitude of
viewpoints. Starting from delivering stateless LLAs over user devices under disrupted connectivity (Chapter 3), moving to stateful LLAs for mobile users (Chapter 4) followed by heavily stateful for fixed users (Chapter 5), to conclude in the deployment of VNF (Chapter 6). We summarise the contributions of this thesis while pointing out future research directions in Chapter 7.
Chapter 2

Enabling Network Applications: Overview and Challenges

In recent years, the Internet has been increasingly used as a platform for accessing services/applications, such as social media, on-demand video, online games etc. The purpose of this thesis is to provide the algorithmic framework details that enable applications that under the current network application deployments mechanism cannot achieve a satisfying QoS. In this chapter, a review of the related work in the literature is presented. At first, we provide a brief overview of network applications’ architecture, accessing process, and engagement in section 2.1. In section 2.2, we focus on the provisioning of applications over data centres, as the initial resource allocation step in enabling a network application, followed by a summary of alternative computing resource usage in section 2.3. Then in section 2.4, we present the involved challenges in deploying LLAs over the network. We conclude in section 2.5 by pointing out the contributions of this thesis.

2.1 Network Applications

An application, or application program, is a software designed to perform a group of functions that benefit their user. Applications fall into network and stand-alone categories. In stand-alone applications, both the functions and the data of the software are stored locally at the user’s computer. On the other hand, in network applications software functions and/or data reside in remote computing facilities accessible via a network, i.e., the Internet. In this section, we outline the structure and operation of network applications, or simply applications, by describing at first their client-server architecture before focusing on the user application access and engagement process. Clearly, accessing an application requires the deployment of the application over the network that takes place during the application provisioning phase explained in section 2.2.

2.1.1 Client-Server Architecture

Typically, an application follows a distributed structure that partitions tasks between the providers of a service and the service users, i.e., clients, defining a client-server execution model [160, 169].
The client-server design enables the hosting of the service and client functionalities on separate hardware that communicate over a computer network, \textit{i.e.,} the Internet, as depicted in Fig. 2.1. That is, servers await incoming application requests while the client’s role is restricted to requesting application functions. The client-server model characterises the collaboration of different application components. In detail, clients and servers exchange messages based on a predefined protocol that dictates both the language and rules of their inter-process communication. Client-server protocols operate at the application layer of Open Systems Interconnection (OSI) stack as depicted in Fig. 2.2, where data is exchanged by traversing a sequence of layers before being transmitted in the form of bits. The logical decoupling of the client-server model comes at the benefits of:

- **Centralisation of control:** All the data related to an application are managed by dedicated servers so that unauthorised clients cannot damage the system.

- **Scalability:** The number of servers can be increased at any time based on the clients’ demand.

- **Clients requirements relaxation:** The computing and storage requirements at the client side are reduced since the requested computing functions can be executed at the server’s side.

On the other hand, the client-server model involves also disadvantages such as:

- **Traffic Congestion:** The availability of an application’s server component is prone to the volume of client requests that attempt to access an application simultaneously. In detail, if the number of client requests exceeds the capacity of the server infrastructure, the application becomes unavailable. The same principle is exploited in the case of Denial-of-Service (DoS) cyber attacks \[134\] where the perpetrator artificially initiates a sufficient number of sessions that render the application unaccessible to authorised clients.

- **Purchase & Operational Servers’ Cost:** The cost of purchasing and operating a server is significantly high since it has to include \(i\) the cost of hardware, \(ii\) the cost of operating systems and applications, and \(iii\) the cost of administer. Therefore, most application providers instead of building their own data centres prefer to lease third party computing infrastructures, \textit{i.e.,} the cloud.
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2.1.2 Network Applications Accessing and Engagement

According to the client-server model, clients initiate communication sessions with the servers that host the requested application. At first, the client has to identify the location of a server that the target application resides. A common approach for the client is to use an out-of-band lookup mechanism, like the Domain Name Servers (DNS) [137], which returns the address of such a server. Such a process is referred as application resolution. After that, a communication session between the client and the server components is established before initiating the usage of the application, i.e., user-application engagement time. The application utilisation phases from the client perspective are depicted in Fig. 2.3.

Throughout the user engagement to an application, the connection is supported by Network Functions (NFs) which come in the form of network appliances, i.e., middleboxes, that transform, inspect, filter, or generally manipulate the user’s traffic for purposes other than packet forwarding [51]. Middleboxes are deployed primarily for security, e.g., as applications firewalls, and network performance, e.g., Wide Area Network (WAN) optimisers/load balancers, purposes. That is, middleboxes

- **Network performance**: The inter-process communication delay between the client and server components depends on the conditions of the network and the latency caused by their physical separation. That is, slow inter-process communication has a negative impact on applications’ QoS.

Overall, the client-server architecture comes at unique advantages that despite its shortcomings render it as the dominant model for deploying network applications.
address partially the weaknesses of the client-server model with respect to traffic congestion, e.g.,
firewalls can deal with DoS attacks, and network performance, e.g., the load balancers improve the
network conditions. Therefore, the QoS of an application strongly relies on the efficient operation
of middleboxes.

2.2 Application Provisioning

Application provisioning refers to the set of actions that prepare a server with the appropriate soft-
ware and data to accept incoming application requests. The provisioning procedure consists of the
steps of i) server selection from a pool of available servers, ii) application related software loading,
e.g., drivers, operating system, middleware etc., iii) configuration of the system that create/modify
the application boot image [150] at this server, iv) configuration of the network parameters, i.e.,
IP address, and storage/computing resources, i.e., resource provisioning, v) restarting of the system
and loading of the new image. Typically, the boot images are verified by third party organisations
or the corresponding application providers and they are capable of creating a virtual instance of an
application as soon as they are mapped onto the physical resources of a server.

In order to reduce the dependencies on IT staff members, software products are available that
automate the provisioning of applications [65]. Especially when it comes to cloud computing,
application provisioning can take place in an automated cost efficient way that enables the self-
provisioning of an application.

2.2.1 Cloud Computing Provisioning Benefits

According to the definition of the National Institute of Standards and Technology (NIST) [131]:
“cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.". In other words, cloud computing is recognised by NIST as the next generation’s computing infrastructure that brings the advantages of:

- **Self-provisioning of resources**: Where a consumer can provision computing and storage resources automatically without requiring human interaction.

- **Broad network access**: Cloud resources are offered over the network to a set of heterogeneous client devices, e.g., mobile phones, tablets, laptops, workstations etc.

- **Resource pooling**: Computing resources are dynamically pooled to serve multiple requests by assigning virtual and physical resources based on the demand.

- **Rapid elasticity**: Resources can be rapidly allocated and released. In that way, resource provisioning can elastically cope with demand fluctuations for resources.

- **Measured service**: Resource usage can be monitored providing transparency to applications providers regarding the utilised servers.

Clearly, cloud computing offers a cost efficient solution to application providers that cannot afford the construction and maintenance of their own data centre.

### 2.2.2 Cloud Computing Services

Cloud computing is also differentiated from other computing solutions [83] due to its offered allocation guarantees in computing resources, accessibility over the Internet by any device, and the variety of offered services [93], such as:

- **Infrastructure as a Service (IaaS)**: IaaS [42] enables the provision of storage, hardware, servers, and in-cloud networking components.

- **Platform as a Service (PaaS)**: PaaS offers an advanced integrated environment for building, testing, and deploying customised applications.

- **Software as a Service (SaaS)**: SaaS [49] supports a software distribution with specific requirements. In this layer, the users can access an application and information remotely via the Internet. SaaS is sometimes referred to as “on-demand software”.

In the case of application provisioning, cloud resources are offered to clients in the context of SaaS. In particular, application server component boot images are loaded to create a virtual instance with dedicated CPU, memory, and storage resources creating a Virtual Machine (VM) mapped onto Physical Machine (PM) resources.
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Virtual machines are coming in a sufficient number of different types, in terms of resources, such that their charging mechanism is simplified on per VM type usage for a predefined duration. For example, Amazon [27] offers instances under three pricing schemes:

- Reserved instances, that guarantee the long-term availability of an instance, i.e., more than a year, by charging a fixed usage-based price.
- On-demand instances, that guarantee the short-term availability of an instance, i.e., for an hour, by also charging fixed usage-based prices.
- Spot instances, that create an auction-based market for spare instances. In detail, users can use spot instances only if their bids exceed a spot price while spot prices are updated every 5 minutes; meaning that the availability of instances is not guaranteed.

2.2.4 Cloud Application Provisioning Challenges

Application provisioning takes place in the form of requests for VMs, that will host the virtual instances of the corresponding application. Cloud providers accept the requests under their offered pricing schemes and map VMs onto PMs. Initial works on the VM mapping to PM problem assumed that VMs are assigned static shares of PM resources (e.g., CPU, memory). This problem is equivalent to the NP-hard vector bin packing problem [63], which can be used for modelling static resource allocation problems. According to vector bin packing problem the optimal mapping of VMs is the one where the VMs are packed into a minimum number of PMs, with respect to PM resource constraints. However, due to NP-hardness, practical VM placement solutions involves heuristics [90, 106, 122, 143, 204]. More recent works of VM mapping include aspects regarding security constraints [101, 175] and VMs resiliency [43, 69]. Other studies include in-Cloud network bandwidth restrictions [44, 101, 103, 177, 221] and energy consumption [68, 144, 201, 210], where cloud providers try to jointly optimise VMs’ mapping with network and/or energy resources within their data centre.

Cloud Computing Energy Consumption and VM Migration

Cloud computing resources are organised in a Fat-tree topology, for provably efficient communication [121], as depicted in Fig. 2.4. Servers are organised in racks, each one forwarding its traffic to the top of rack switch. A layer higher, aggregation switches collect the traffic from the racks and forward it to the core switches of the Internet. The data centre sector is estimated to account for 1.4% of the global electricity consumption [157] with 40% of this being associated (on average) to the cooling system of the data centre [114, 139]. Clearly, energy consumption is an important dimension [34] that has to be included explicitly in the management of cloud resources. That is, a cloud has to be capable of deactivating a set of server racks by following a tradeoff between their performance and the involved energy consumption.
Live migration \[61\] refers to the process of moving a running VM to a different PM without disconnecting the client. Live migration is a powerful tool used by cloud providers in order to consolidate servers as well as server racks with the aim of either load balancing the usage of cloud resources \[50\] and/or reducing their running operational cost \[172\], \textit{i.e.}, energy consumption. VM migration techniques are categorised into pre-copy and post-copy memory migration.

In the pre-copy memory migration \[95\], a warm up phase takes place where the memory pages are copied from the source PM to the destination PM while the VM is still running at the source. The warm up phase is followed by a stop-and-copy phase, where the VM stops at the source and consequently it is instantiated at the destination. We refer to the memory pages that changed during the process as “dirty-pages” and the time between stopping and instantiating the VM as “down-time”. Down-time varies from milliseconds to seconds given the memory size of the dirty-pages, that have to be copied at the destination before the instantiation of the VM.

On the other hand, in the post-copy memory migration \[92\], a VM is instantiated at the destination after suspending the VM at the source without transferring any memory pages, \textit{i.e.}, “down-time” is zero. After the completion of the instantiation at the destination, memory pages start getting transferred from the source as a background process. Clients that attempt accessing an unavailable memory page receive a page fault message and they are redirected to the memory of the source. However, the retrieval of the missing page comes at the expense of memory access cost/delay that degrades the performances of the application.
2.3 Provisioning Potentials in Alternative Computing Infrastructures

Edge and fog INCRs consist of routers, network equipment, and existing computing resources deployed over the network, like in the case of Content Distribution Networks (CDNs) [195], which can be exploited for provisioning applications. Additionally, there is a current trend of deploying Commercial-Of-The-Shelf (COTS) computing resources, i.e., cloudlets, closer to the end users. Cloudlets have been proposed in [164] as a surrogate infrastructure where mobile devices can offload computationally intensive tasks to complement their computing capabilities and battery limitations [37] [67]. Hence, research has been focused on task offloading technologies [60] with the aim of augmenting the mobile devices’ computing capabilities [162] [215] and/or battery duration [38].

Closer to our setting, [32] addresses the problem of application-specific task offloading over the fog infrastructure, i.e., a task requires the corresponding virtual instance of the application at a cloudlet before getting offloaded. In particular, applications are provisioned according to caching techniques in an uncoordinated fashion for serving tasks on their way to a default execution location. However, the economic aspects of the problems are not considered while the presented caching approaches are suitable for stateless applications which requests can be decomposed to individual tasks that can be executed by any available application instance in the fog.

On the other hand, numerous user mobile devices can be used as a computing infrastructure for delivering applications under the conditions of:

- Lightweight applications, where the computing requirements of an application can be satisfied by the limited capabilities of a mobile device.
- Disrupted (or absence of) connectivity, where it is challenging or impossible for a user to access an application via the network. Clearly, if connectivity is available an application has always a preference of being provided by a computing infrastructure, like a data-centre, where there are no resource limitations, like battery constraints as in the case of mobile devices.
- End users collocation, since the client connects to the server component that is hosted to another device. That is, the distance that a device-to-device session can be established is restricted by the technology used, e.g., bluetooth or WiFi, and therefore both devices have to be collocated.

Exploiting end user devices for sharing data has been studied extensively in the setting of identifying users who possess data of interest to the others. Under the assumption that users stay within the transmission range of the others, they can successfully transfer their content via device-to-device connections as described in early works like BlueTorrent [107]. That said, realistic settings where users remain collocated for a sufficient period of time while experience connectivity disruptions are limited.
Authors in [130] identify public transportation as an environment where commuters can take advantage of other users’ devices located in their vicinity. Specifically, based on the concept of Familiar Strangers [148], they analyse commuter traces of public transportation systems to investigate whether collocation patterns exist. After verifying their collocation hypothesis they build a device-to-device network for data sharing, regarding the distribution of data stored in the commuters’ devices. On the other hand, authors in [156] propose the installation of a hub to the public transport infrastructure for enhancing the connectivity of commuters while [119] focus on the utilisation of such equipment for improving the delivery of streaming applications. Although the existence of a connectivity device on board of a public transportation vehicle, e.g., a train or a bus, is desirable the authors do not exploit aggregate connectivity and storage opportunities offered by user devices.

Device-to-device collaborative downloading has been studied extensively in the context of Delay-Tolerant Networks (DTNs) [77], where some works focus on taking advantage of the social links that drive connectivity decisions [46, 94] while [28, 192] targeted the improvement of downloading speed. Other studies investigate co-operative streaming download techniques for mobile users. Such studies are applicable to a broader scope of problems in the context of delay-/disruption-tolerant networks. For instance, co-operative techniques that exploit cellular and local WiFi connectivity have been studied to improve the capacity available to mobile users, or in other words, increase the aggregated downlink rate of each user [91, 97, 182, 202]. In [179], a group of collocated users, using several wireless Internet access links, jointly access a video stream before sharing their downloaded content with the rest. In [165], the authors formulate a network utility maximisation problem where a single static group of commuters attempts to access a video stream. According to [165], users try to utilise their Internet access links as well as the device-to-device capacity by taking into account the factor of packet loss and applied network coding. Last, but not least, authors in [112] design, implement, and evaluate Microcast, a system that improves the streaming experience for a group of users, albeit in relatively static connectivity conditions.

2.4 Low Latency Applications

Cloud is the prominent choice for the provisioning of network applications that follow the client-server architecture. However, applications deployed in that way suffer from i) high latencies, caused by the physical separation between the client and the server component [173], and ii) unreliable network throughput, related to the best effort performance of the network. Specifically, both factors of high latencies and throughput fluctuations unavoidably inhibit the proliferation of recently developed applications in IoT (e.g., health monitoring), entertainment (e.g., Virtual/Augmented reality), and automotive (e.g., self-driving cars) domains. We refer to the network critical applications that cannot achieve a satisfying QoS due to dynamic/unpredictable network conditions and the physical latency caused by their users’ engagement to the cloud as Low Latency Applications (LLAs). In this section, we review current efforts and possible directions that enable the provisioning of LLAs over
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Figure 2.5: Application accessing phases flow, Proactive vs. On-demand provisioning

alternative, to the cloud, computing infrastructures that are physically located closer to the end users.

2.4.1 LLA Provisioning

Provisioning Challenges

INCRs can support a limited number of application instances compared to the cloud. Therefore, the aim of LLA provisioning is to support the LLA instances that achieve the highest possible QoS gain given the upcoming user application session requests. However, the typical proactive provisioning is incapable of achieving the highest possible utilisation of the resources for a given INCR. For example, if an INCR can support only a single instance and currently has proactively provisioned application A, it will fail to serve a request for application B even if there is currently no one engaged to application A’s instance. Hence, the provisioning of LLAs has to ideally take place on-demand, i.e., application B is instantiated as soon as the application resolution directs a request to a computing infrastructure, as opposed to proactive provisioning that takes place before the arrival of an application’s request to the infrastructure as depicted in Fig. 2.5. Thankfully, recent developments in lightweight, compact, single address space, memory-safe virtual machines (VMs) written in a high-level language, i.e., unikernels, enable the on-demand instantiation/provisioning of an application [127]. Specifically, in [126] the authors restrict the on-demand applications’ provisioning overhead to 350 ms, by masking the image booting latency, even for the most demanding boot images.

Hence, the main challenge in on-demand provisioning is related to the management of ongoing application sessions. For example, if the upcoming request of user 1 achieves a higher QoS gain than the currently engaged user 2 at a given INCR, the dilemma is whether user 2 should be disrupted for serving user 1. Clearly, in the context of LLAs suspending the engagement of a user to an application is not an option, which means that in order to disrupt a user, we have to ensure the live migration of her instance to a different INCR. That is, the migration between different INCRs is associated to transferring VM memory pages over the Internet, instead of cloud racks. Therefore, going back to the initial question of disrupting a user for serving another, the answer depends on the memory pages of an application. In particular, we have the following cases:

- Stateless LLA, where there are no memory pages to be transferred: the users can be disrupted at any time assuming there is always a backup VM that can serve them.
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- Acceptably Stateful LLA, where the size of memory pages can be transferred to another location in a reasonable amount of time: the mapping between users and INCRs could be re-estimated periodically.

- Heavily Stateful LLA, where the size of memory pages prohibits the migration of a user to another location: the users cannot be disrupted and INCRs have to be rigorous with the requests that are accepted to be served in the first place.

The situation becomes even more challenging in the setting where mobility is considered. In the case of mobile users, network access points evolve following the movement of the users, rendering the connection to a given INCR outdated since the initial latency as well as network conditions change over time, which has an impact on the LLAs’ QoS.

That said, the most important aspect of on-demand provisioning is to derive the appropriate mechanisms for incentivising the participation of computing resources. In general, for INCRs a pricing mechanism is crucial for quantifying the monetary income they can obtain by participating. The providers of INCRs consist of diverse third party entities that we assume they are having monetary incentives in leasing their resources for the provisioning of LLAs. Therefore, both the providers of LLAs and INCRs have to be capable of estimating the usage make of each INCR by each LLAs’ users by applying commonly acceptable pricing schemes. Thus, every on-demand provisioning mechanism has to take place in an economic context that is expressed in the form of resource pricing.

Pricing of Provisioning in Alternative Computing Infrastructures

Despite the rich literature regarding the pricing aspects of cloud resources, such as [25, 171, 209], there are limited efforts covering this topic in the case of INCRs especially in the context of on-demand provisioning. Specifically, the authors in [104] present a centralised double auction scenario for offloading a fixed set of tasks over a set of cloudlets, without considering however the problem of application provisioning. Closer to LLA provisioning, in [118] authors propose a self-tuning service/application provisioning combinatorial auction mechanism, where application providers bid periodically for a specific number of VMs organised in different execution zones of identical INCRs. However, the presented mechanism relies on precise predictions about the future demand of an application while the optimal bidding derivation is a computationally expensive process that questions the scalability of such a scheme when it is applied in short time intervals. Furthermore, their design is based on the proactive provisioning of resources, leaving the resolution of each request to the provider of each application.
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2.4.2 LLA Resolution

Resolution Challenges

Today’s network stack overloads the meaning of addresses and port numbers in order to differentiate connection end-points and apply the requested application protocols. In this section, we explain the limitations of the network stack in supporting applications that operate under multiplicity, in application instances, and dynamism, due to application instantiation/consolidation in different locations of the network, and client mobility.

In particular, the application layer relies on IP addresses and TCP/UDP ports to implicitly refer to applications/services. That is, clients use an out-of-band lookup mechanism, like DNS, combined with a priori knowledge, i.e., HTTP service is running on port 80, in order to establish a session with an application instance. Clearly, AppSPs have to register any changes regarding their available application instances into the out-of-band lookup mechanism in order to be accessible to the users. The scalability of the resolution process is questioned when it comes to LLAs since the extended multiplicity and dynamism of LLA instances is expected to degrade significantly the performance of such an approach.

Furthermore, since the transport layer relies on a five-tuple (remote IP, remote port, local IP, local port, protocol) to demultiplex incoming packets to a socket, it prohibits any modification onto the interface addresses without suspending the client-server session. Therefore, the currently deployed stack is incapable of supporting mobile users without disrupting their ongoing connections upon changes of their IP address caused by their movement to another access point.

Service Centric Networking Resolution Approach

The main disadvantages of the resolution mechanism stem from the overhead caused by the coupling of an application ID to its host. Clearly, this is a deficiency of the network stack’s design that has been identified and studied in the context of Information Centric Networking (ICN) [4].

ICN has been proposed as a candidate for the Future Internet architecture [22, 57, 211] that essentially decouples information from its hosts by naming the information explicitly, turning the resolution operation into a receiver-driven process where users request information, or services, explicitly by their name. The idea of ICN design was introduced in the context of content retrieval in the seminal papers of [89] and [53], as well as in other early works such as [52, 54]. ICN potentials include:

- **Information delivery merits:** Since an in-network content aware mechanism can be deployed in order to identify the information location which offers the most promising QoS.

- **Users mobility support:** Users can retrieve information as they move without experiencing connectivity disruptions upon their handover to a new access point. The reason is that each chunk of content is retrieved by name instead of relying on the five-tuple of transport layer.
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- **Security features:** In ICN malicious or spamming data filtering can take place via self-certifying information naming. In addition, DoS attacks cannot target specific hosts anymore and therefore it is much harder for them to render an information unavailable.

Numerous projects have illustrated part of ICN architecture merits \[1, 4, 5, 7, 8, 9, 10, 12, 218, 116\]. That said, only COMET \[6\] includes aspects of ICN advantages in the improvement of the content’s delivery QoS. In particular, COMET defines 3 classes of services (CoS) that prioritise the end-to-end communication traffic. Clearly, this approach improves the QoS of a connection given the placement of the content. Open issues in ICN concern the i) content deletion; ii) versioning incorporation, so multiple versions of the same content can be available; and iii) name scalability issues, since each chunk of each content requires a unique ID.

However, here we are interested in the benefits of ICN principles for decoupling application identifiers from their hosts in order to improve the accessibility of LLA instances. Service Centric Networking (SCN), as defined in \[84\], refers to the name based applications resolution. The application name space of this setting is much smaller than the one required for every chunk of every streaming content, *i.e.*, only a single name ID for each application version would be sufficient. Therefore, SCN enjoys the merits of ICN without the disadvantages that are caused by the massive namespace of each content.

In more detail, authors in \[168\] present Services-over-Content-Centric Routing (SoCCeR) approach as a straightforward extension of CCN \[4\] with integrated support for service routing. On the other hand, a more incrementally deployable approach is demonstrated in \[140\] where the authors revisit the design of the network stack in order to allow applications to communicate directly by their name. They introduce Serval, a Service Access Layer that is deployed on top of an unmodified network layer while being capable of providing a service-level resolution via diverse discovery techniques. In Serval, end-points can seamlessly change network addresses while establishing additional connections that assure the efficient and undisrupted service access. Lastly, a Keyword-Based Mobile Application Sharing (KEBAPP) is presented in \[152\] as a SCN approach where users can share the applications hosted on their mobile devices with nearby users. Keyword-based requests are becoming useful for discovering applications in crowded areas and/or in the advent of disrupted network connectivity.

### 2.4.3 LLA User Engagement

**Engagement Limitations**

As mentioned before, both network operators and users require various additional functionalities in the network for the management and processing of data flows. These functionalities are provided in the form of middleboxes \[51, 198\] with the purpose of policy control, security, and network performance optimisation. Middleboxes are typically developed as purpose-built hardware, customised to perform specific tasks. Once setup, a network of middleboxes cannot alter its structure (*e.g.*, topol-
One of the big challenges in network management is that of Service Function Chaining (SFC) where flows are steered through different middleboxes before being delivered to their final destination. Traditional solutions for SFC are based on redirection and policy routing. In particular, in approaches like \cite{36, 198}, we see architectural modification to TCP/IP networks capable of allowing middlebox redirections, while other solutions \cite{180, 197} rely on predetermined middleboxes that however remain incapable of reacting to middlebox failures.

LLAs like the rest of network applications potentially rely on network functions to secure their smooth operation throughout the phase of their user engagement. SFC does however negatively affect LLAs since the imposed flow steering deviates a connection from its shortest path with the outcome of increasing the latency between the client and the server components. That is, middleboxes ideally should be deployed at network locations that do not impose any latency and bandwidth overheads on LLA users’ engagement. However, LLAs’ multiplicity and dynamism is challenged by the stationary deployment of middleboxes.

Support User Engagement via Network Function Virtualisation

A realistic approach for dealing with this challenge is to complement users’ engagement to LLAs by provisioning virtual versions of NFs over the computing resources that host LLAs. Specifically, Network Function Virtualisation (NFV) \cite{56} has been proposed to increase flexibility in the network, evolving middlebox architectures to virtual, as software-based services on top of COTS hardware, which in our case could be any kind of INCR. NFV promises to improve both the efficiency of computing and network resources by dynamically altering the structure and functionalities of NFs in response to their demand. That said, the flexibility of adjusting the number of instances for each NF comes at the complexity of SFC since steering decisions have to be updated upon the instantiation/consolidation of a NF. Specifically, typical approaches for SFC require manual configuration on specific routers for applying adjunctive rules. Clearly, this approach does not scale well in the dynamic conditions of NFV. Only in \cite{31} the authors suggests a Function Centric Service Chain approach that decouples the functions a flow needs from their location (and thus do not assume fixed routing paths) via a naming layer based on the principles of ICN. In that way, they propose the naming layer for building on top of that flexible as well as scalable solution for SFC in the dynamic environment of NFV. Other works, like FlowTag \cite{78}, SIMPLE \cite{153}, Stratos \cite{87}, PLayer \cite{105} are also examples of approaches that provide control and coordination of traffic forwarding.

In terms of virtual network functions instantiation/consolidation, a significant number of works consider NFV nodes load-balancing of computing resources in data-centres applying centralised management approaches, like Hedera \cite{24}, MicroTE \cite{41} and F10\cite{124}. Other works, such as Split/Merge \cite{155} and Pico Replication \cite{154}, are designed to provide load-balancing as well as flow redirection. The downside is that there exists a race condition between updating network state
and resuming flows (flows are halted when states are changed for active flows) resulting in loss of packets. OpenNF \cite{88} enhances Split/Merge and Pico to overcome the race condition but still the complexity of taking load balancing and redirection decisions is prohibitive for real time decisions.

Regarding distributed NFV management approaches, Ananta \cite{146} is a software that operates on the data plane of data-centres for splitting the incoming traffic to different NFV instances. Duet \cite{86} enhances Ananta by using a mixture of software and switch-based load balancer while NetAgg \cite{128} is a similar distributed approach designed to aggregate application specific data. CONGA \cite{26} proposed a distributed load-balancing technique between ingress-egress routers based on path specific congestion metrics. That is, CONGA operates at microsecond time-scales since it can be implemented in switch hardware.

2.5 Summary of LLA Enabling Aspects Covered in this Thesis

The majority of this thesis’ contributions are coming in the form of economic-based algorithmic frameworks that incentivise the participation of INCRs for provisioning LLAs with respect to the INCRs limitations in different connectivity scenarios. LLAs are expected to be delivered like any other network application that follows a client-server architecture. The main challenge here is that the typical application provisioning into distant Data Centres/Cloud fails to provide the required response times by the LLAs, with the result of offering a degraded quality of delivery. The idea of exploiting existing INCRs for provisioning LLAs, as an alternative computing infrastructure to the cloud, seems as a promising research direction. However, provisioning LLAs over INCRs challenges the standard resolution process, a problem that we will not address explicitly in this thesis. Instead, we will consider other efforts, regarding a scalable and adaptive resolution mechanism, orthogonal to our work while identifying ICN approaches, that address LLA instances by name, as the most feasible one. Other difficulties are related to the operation of middleboxes on LLA sessions, since middleboxes tend to deviate flows from their shortest paths, negating the benefits of LLA provisioning over the INCRs. We overcome this difficulty by relying on NFV for managing virtual network functionalities over INCRs. In that way, VNF are capable of following the dynamicity of LLA instances with respect to their impact on the LLA connections response time requirements.

Incentivising LLA On-Demand Provisioning

We consider incrementally stateful LLA requirements deployed under different user connectivity conditions.

We start from stateless LLAs for which delivery is of particular interest when it takes place via other users’ mobile devices. As motivated in Section 2.3, we focus on the challenging scenario of collaborative streaming in the public transportation setting of disrupted connectivity. In particular, we present a QoS assessment framework that quantifies the QoS gain of collaboration that eventually acts as a direct incentive for the commuters’ participation. This work is the first of its kind, as
presented in Chapter 3.

Then, in Chapter 4 we move to reasonably stateful LLAs, i.e., LLA VMs can be migrated to different INCRs in the network, and their delivery to mobile users. We propose a design for a market mechanism tailored to the mobile user demand dynamics that benefits both LLAs’ QoS and INCPs’ income. We introduce Edge-MAP, as the underlying framework that enables the in-network, on-demand provisioning market for LLAs with respect to the mobility of the users.

Lastly, in Chapter 5 we consider enabling heavily stateful LLAs under fixed connectivity. We introduce FogSpot pricing mechanism, which derives an instantaneous (spot) price for each INCR. FogSpot takes into account both requests’ QoS gain and the expected user engagement duration, since a user connection cannot be suspended or migrated, while maximising INCRs’ revenue or utilisation. Note that Edge-MAP mechanism can be applied for stateless and stateful LLAs for both fixed and mobile connectivity conditions.

**LLA Engagement Contributions**

Overall, distributed approaches are not designed to handle a complex SFC scenario wherein a flow has to traverse one or more NFV instances that are dynamically placed in the network, load-balance among active instances, and deal with the efficient placement of VNFs. To the best of our knowledge, despite the work presented in Chapter 6 there are no efforts concerning the joint problem of NFV management and SFC with respect to the latency and throughput aspects of a flow in arbitrary topologies that eventually can enable the support of LLA engagement sessions.

**LLA Resolution**

This thesis considers the research conducted in the context of SCN, and/or any other approaches addressing the shortcomings of DNS resolution, orthogonal. In the next chapters, we assume the deployment of a underlying SCN approach that is capable of identifying a common streaming channel of interest for collaborative downloading, Chapter 3 or mapping application requests to INCRs for the purpose of on-demand provisioning, in Chapters 4 and 5 or steering flows in the setting of SFC in NFV, Chapter 6 always by decoupling the application/service name from the physical host.
Chapter 3

Enabling LLAs in Disrupted Connectivity Settings

3.1 Introduction

In urban settings the quality of Internet services deteriorates when several hundred users attempt to connect simultaneously through the same WiFi Access Point (AP) [19] or cellular Base Station (BS) [138, 205]. This situation is rather common in metropolitan areas where hundreds of users commute (e.g., trains/buses), wait in stations, or just move slowly towards their destination [125]. The case becomes more challenging when connectivity is physically disrupted, e.g., when (underground) trains travel between stations. In those scenarios, installing more bandwidth will not necessarily improve performance [123], simply because quality often suffers due to: i) frequent handovers, ii) the hundreds of sessions that an AP/BS has to handle simultaneously, and iii) physical challenges, such as long disconnection periods. In this chapter, we investigate the problem of LLA delivery in environments where end users experience periods of disconnection.

We argue that in mixed cellular and WiFi access environments the delivery of services can be improved significantly when it is complemented by local Device-to-Device (D2D) transmissions. That said, such a setting requires:

1) The end users’ collocation during the period of disconnection. D2D transmissions’ distance varies from few meters, in the case of Bluetooth [2], to a few hundred meters, in the case of WiFi-Direct [16]. Hence, an end user has to be located in the proximity of other devices’ transmission range in order to access an application.

2) The provisioning of applications that operate under dynamism. Since other devices might arrive/depart dynamically to/from the proximity of a user, the provisioned applications have to be i) tolerant to instance failures, since a instance fails when a device departs, ii) stateless, since it is crucial for a recently arrived device to provision an instance effortlessly.

In this chapter, we study the problem of application delivery in disrupted connectivity settings
by focusing on the challenging case of collaborative streaming in urban railway networks. Specifically, in urban railway networks, during rush hour, it is quite common for each train to carry more than 500 commuters onboard. Despite the fact that these commuters might want to access a network application, this is quite challenging since connectivity is available for as little as 20 seconds when trains stay in stations, followed by disconnection periods of 4 minutes (or more), when the train is in the tunnel. Urban railway networks offer an environment where connectivity is challenged, by the disconnections that the trains’ movement causes, while end users remain collocated throughout the duration of a disconnection, at least until they reach the next station. Furthermore, we focus specifically on the case of collaborative media streaming as a more demanding scenario of stateless application delivery, compared to applications that do not require the continuous engagement of an end user. Thus, we consider end users that have the capability of collaboratively downloading (through cellular and WiFi connections) and share content, in order to maintain undisrupted playback. Clearly, in the absence of any collaboration between users in the process of downloading and streaming content collectively, the users end up with degraded media quality and, more often than not, abandon their sessions.

In detail, we envision a ubiquitous streaming of popular channels service, e.g., national broadcasters, in smart city environments. We assume that commuters either “tune in” to some TV/radio channel, or submit requests for content they desire to watch or listen to, which eventually forms a playlist of videos/podcasts/tunes. The implementation details of such a crowdsourced mobile video and audio on demand streaming service have been studied in [112]. Crowdsourced content retrieval is based on the premise that users share their storage, connectivity and energy resources for performing a common task [73]. In other words, in the context of crowdsourcing media downloading end users act as both INCPs and potential content consumers. That is, the end users participation requires:

A) Direct incentives. In the form of service quality improvement, if the end user is interested in a streaming channel service.

B) Indirect incentives. In the form of monetary reward [182, 207], if the end user can offer her resources for assisting the collaborative content retrieval without being interested in consuming content herself.

In order to enable the effective crowdsourced content retrieval, one needs to answer the following questions: What is the expected service quality after joining a group that retrieves collaboratively a media streaming channel? in the case of direct incentives, or What is the quality gain an end user contributes into a crowdsourced streaming channel? in the case of indirect incentives. In detail, when monetary incentives take place, the amount of compensation should be determined based on the user’s contribution to the media delivery quality gain for the group, i.e., the importance of

1Like in the case of Shapley Values [159].
the content that she shared with her peers. In this chapter, we fill this gap by building a *quality assessment framework* that answers the above question.

*Quality of Experience* (QoE) is traditionally characterised by the subjective perception of users [194] and as such, it is difficult to quantify in terms of objective metrics [35]. Indeed, objective measures of user engagement, such as bitrate, throughput, startup delay and buffering, which by and large comprise the state of the art to date, are not adequate in a media-dominated Internet, let alone a mobile environment. The presented framework, which is based on a utility function, goes beyond the above primitive metrics to take into account the user’s tolerance to disruptions, the energy needed to download and share media content, as well as the cost of using the cellular network which are crucial factors in the crowdsourcing approach we consider. The energy factor, for instance, can influence the user engagement in collaborative streaming in fear of battery depletion. In other words, users are not expected to spend energy (and/or cellular data) to participate in a collaborative streaming system unless the application quality improvement compensates them. In other words, the introduced utility model is unique in mapping objectives measures onto a subjective quality metric of streaming delivery, that captures the conditions under which a user quits consuming content. As such, we argue that a quality assessment framework for media delivery is necessary to characterise the perceptual and subjective quality as opposed to the network-dependent, objective quality.

The contributions of this chapter include:

- The definition of a utility function as the key aspect of the presented quality assessment framework. This utility function takes into account the playback disruption and energy factors while providing a quantitative measure of a media delivery system for railway networks.
- The analysis of a 17-day sample of commuters’ journey traces, provided by Transport for London (TfL, http://www.tfl.gov.uk). We identify and illustrate commuting patterns and approximate the number of users travelling in each train throughout the day, as well as the connection and disconnection periods they experience.
- The quantification of the users’ experience by applying the utility function to the commuters’ traces. Interestingly, we find that although it is difficult to achieve undisrupted multimedia playback, especially during rush hour, a collaborative media streaming application can provide acceptable QoE.

Note that instead of focusing on the development of a monetary reward mechanism for end users that contribute their resources, we investigate the quantification of a user’s contribution into the media streaming quality, which works as the basis of her direct or indirect compensation by the channels’ AppSP. In other words, we argue that in order to enable LLAs under disrupted connectivity, at first AppSPs have to quantify the improvement in application’s utility caused by the participation of other end users in LLAs’ delivery. Specifically in the scenario of collaborative streaming, we consider an
AppSP by applying such a framework as a feasibility evaluation tool are capable of answering to important questions like What is the quality achieved for a specific number of channels, bitrate, and energy restrictions for this train?, and try to optimise these parameters for improving their channels delivery.

The rest of the Chapter is organised as follows. Section 3.2 includes the analytical description of the problem under consideration, while in Section 3.3 we give details of our commuter data trace and we evaluate the performance of the system. Finally, Section 3.4 concludes this study.

3.2 Quality Assessment Framework

3.2.1 System Model

We consider that users access the Internet through either WiFi or cellular links having the options of either individually Pull or collectively Pull and S hare (PUSH) content. In this section, we lay out the description of the model for each of the Internet access methods considered (i.e., cellular and WiFi), as well as for each content retrieval approach (i.e., Pull or PUSH). We define as an epoch $i$, $Ep^i$, a time interval of duration $|Ep^i|$, which consists of a connection period $C^i$ (of duration $|C^i|$) and a disconnection, or poor connection quality period $\tilde{C}^i$ (of duration $|\tilde{C}^i|$). Clearly, $|Ep^i| = |C^i| + |\tilde{C}^i|$, which also implies that a new epoch starts at each station, where the previous one finishes. Connection period is the time that a train spends in a station and disconnection period is the time it takes for the train to arrive at the next station.

In the simple case, users Pull content individually from the Internet. Video or audio content is split in chunks, where every chunk contains $y$ seconds of playback time at bitrate $b$. Users can also form groups to Pull and S hare (PUSH) content with fellow-commuters in the vicinity. Initially, we present the basic framework which effectively quantifies the utility obtained by individual users (Sections 3.2.2, 3.2.3). We then extend the utility function to incorporate aspects such as energy consumption and cellular download data charges (Section 3.2.4). Finally, we adjust the basic framework to each of the content retrieval approaches (i.e., Pull and PUSH) and access method technologies in Sections 3.2.5, 3.2.6, 3.2.7.

We assume that the functionality of the PUSH approach, is realised in the context of a mobile Backend as a Service (mBaaS) platform that runs in the cloud (similar in rationale to [112] and [182]) and is responsible for managing group synchronisation in terms of collaborative content retrieval. For the purposes of this study, we ignore any potential implementation overhead (e.g., chunk download scheduling). In particular, the mBaaS platform assigns to each member the content chunks that (s)he has to download and share with the rest of the group participants. All members of a group download and share equal number of chunks which implies fairness in terms of computation and communication effort. Our model notation is given on Table 5.1.
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| Ci | | Connection/disconnection duration. |
| C_i | | i-th connection/disconnection duration. |
| E_t | | i-th epoch duration. |

- **A**: Internet access technology, i.e., Wifi or cellular.
- **R**: Content retrieval approach, i.e., Pull, PUSH, or Hybrid.
- **f**: Epoch user started downloading the content.
- **x, b, S**: Playback time, bitrate, and size of a chunk.
- **Y**: Content playback time duration.
- **X_{i,A,R}**: Chunks received at epoch \(i\) for A and R.
- **E_{i,A,R}**: Total chunks received until epoch \(i\) (inclusive) for A and R.
- **W_{i,A,R}**: Playback time received until epoch \(i\) (incl.) for A and R.
- **D_{i,A,R}**: Playback Disruption until epoch \(i\) (incl.) for A and R.
- **U_{i,A,R}**: User utility until epoch \(i\) (incl.) for A and R.
- **U_{i,A,R}^{+}**: User extended utility until epoch \(i\) (incl.) for A and R.
- **Q_{i,A,R}**: Efficiency of access technology A and content retrieval approach R.
- **\alpha, \beta, \gamma**: User disruption, cell, and energy sensitivity.

### Table 3.1: Quality Assessment Model Notation

| \(N(t)\) | | # of users requesting access at moment \(t\). |
| \(B_{cell}\) | | Total bandwidth assigned to a platform of a station. |
| \(B_{WiFi}\) | | User good and poor cell bandwidth. |
| \(N_{g}(t)\) | | # of users of group \(g\) at moment \(t\). |
| \(B_{p2p}\) | | Bandwidth limit for local p2p transfers. |
| \(V_{max}\) | | Maximum amount of content to be shared and downloaded over an epoch \(i\) for group \(g\). |
| \(V_{i,A,R}, V_{i,A,R}^{+}\) | | Identical chunks downloaded by all the members of group \(g\) during good and poor connectivity. |

#### 3.2.2 Playback and Playback Disruption

The Internet access medium (i.e., WiFi or cellular), as well as the content retrieval approach (i.e., Pull or PUSH) affects the number of chunks that a user can receive over a predefined period of time. We denote as \(X_{i,A,R}\) the number of chunks that a user receives over epoch \(i\) when (s)he accesses the Internet by technology A and retrieves a content by approach R.

Given reception of \(X_{i,A,R}\) chunks, we calculate the playback and playback disruption periods that a user experiences over consecutive epochs. Firstly, we estimate the total number of chunks received by a user over epochs \(f\) to \(i\) as \(X_{A,R}^{f-i}\) = \(\sum_{j=i-f}^{i} X_{j,A,R}\), where \(f\) is the epoch during which the user enters the system.

Next, we express the number of chunks in terms of playback time. We assume that a chunk can be watched/listened only when it has been fully downloaded. Hence, the watching time worth of downloaded content from epoch \(f\) to epoch \(i\) for one user is:

\[
L_{A,R}^{f-i} = \lfloor X_{A,R}^{f-i} \rfloor \times y, \tag{3.1}
\]

where \(y\) is the playback duration of a content chunk.

Given that we model an on-demand streaming service, the downloaded playback time will differ...
from the actually watched playback time over epochs \( f \) to \( i \), \( W_{A,R}^{f \rightarrow i} \), due to buffered content. We model this difference in a retrospective manner between epochs \( i \) and \( i-1 \), and express the actually watched playback time \( W_{A,R}^{f \rightarrow i-1} \) as the sum of: \( i) \) the watched playback time during the previous epochs \( W_{A,R}^{f \rightarrow i-1} \) and \( ii) \) the difference between the total downloaded playback time between \( f \) and \( i \), \( L_{A,R}^{f \rightarrow i} \), and the actually watched playback time during the current epoch \((L_{A,R}^{f \rightarrow i} - W_{A,R}^{f \rightarrow i-1})\). Note that in case the user has buffered enough content to get through the current epoch, then \( L_{A,R}^{f \rightarrow i} - W_{A,R}^{f \rightarrow i-1} = |E_p^i| \). Therefore, we have:

\[
W_{A,R}^{f \rightarrow i} = \min[|W_{A,R}^{f \rightarrow i-1}| + \min(|E_p^i|, L_{A,R}^{f \rightarrow i} - W_{A,R}^{f \rightarrow i-1}), Y],
\]

(3.2)

where \( Y \) is the total playback duration from the beginning of the journey, which apparently works as an upper bound of the watched time and \( W_{A,R}^{f \rightarrow i-1} = 0 \) for the first epoch.

Finally, the playback disruption time until epoch \( i \), \( D_{A,R}^{f \rightarrow i} \), is calculated as:

\[
D_{A,R}^{f \rightarrow i} = \begin{cases} D_{A,R}^{f \rightarrow i-1}, & \text{if } W_{A,R}^{f \rightarrow i} = Y \\ \sum_{j=f}^{i} |E_p^j| - W_{A,R}^{f \rightarrow i}, & \text{otherwise}, \end{cases}
\]

(3.3)

where \( D_{A,R}^{f \rightarrow i-1} = 0 \) for the first epoch.

### 3.2.3 Utility Function

The playback time, \( W_{A,R}^{f \rightarrow i} \), as well as the playback disruption, \( D_{A,R}^{f \rightarrow i} \), are the fundamental components that we use in order to describe the user’s utility in terms of QoE. Clearly, the ideal utility of a user until epoch \( i \) is equal to the sum of the epochs’ duration, or the content duration \( Y \), whichever is shorter:

\[
U_{ideal}^{f \rightarrow i} = \min(Y, \sum_{j=f}^{i} |E_p^j|).
\]

(3.4)

We consider that the utility decreases due to the playback disruption \( D_{A,R}^{f \rightarrow i} \) and express a user’s utility in terms of undisrupted playback time according to the formula:

\[
\text{Utility Function} : U_{A,R}^{f \rightarrow i} = W_{A,R}^{f \rightarrow i} - a_d \times D_{A,R}^{f \rightarrow i},
\]

(3.5)

where \( a_d \) is the user’s tolerance to playback disruptions. The disruption tolerance factor decreases the user’s utility by \( a_d \). For instance, for a user who has watched 10 secs of undisrupted playback and therefore has built a utility function equal to 10, a disruption tolerance factor equal to 2 will decrease his utility to 8, after 1 second of disruption. We consider the disruption tolerance factor as a central component of the utility function for media delivery in connectivity-challenged mobile environments.

We express the “efficiency” of an Internet access technology \( A \) and content retrieval approach \( R \) for a commuter according to the following utility ratio:

\[
\text{Utility Ratio} / \text{Efficiency} : Q_{A,R}^{f \rightarrow i} = \frac{T_d + U_{A,R}^{f \rightarrow i}}{T_d + U_{ideal}^{f \rightarrow i}},
\]

(3.6)
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which is bounded by the interval \([0, 1]\). \(T_d\) is the “Initial Tolerance Interval”, which indicates the user’s patience to start-up delay. In the rest of this work, we use Eq. 3.6 to quantify the QoE that users obtain during their journeys, which together with the utility function in Eq. 3.5 comprise the two main building blocks of the proposed quality assessment framework.

Fig. 3.1 illustrates the utility (Eq. 3.5) and efficiency (Eq. 3.6) fluctuation for 3 users with disruption tolerance (i.e., \(a_d\)) 0, 2, and 3.5, respectively; the users experience a playback disruption of 2 seconds after 10 seconds of playback time and another disruption of 3 seconds after playback time of 20 seconds; the total playback duration is 30 seconds, which also means that the ideal utility is equal to 30. Apparently, a delay sensitivity equal to 0 leads to efficiency equal to 1 (Fig. 3.1b), while for delay sensitivity equal to 2 and 3.5 in this setting the produced efficiency is 0.666 and 0.416, respectively. This result demonstrates that efficiency is subjective when it comes to QoE, since it is related to the users’ temporal utility/satisfaction and their personal tolerance to disruptions.

The Utility Ratio or Efficiency can get negative values due to extended disruptions. In this case, we assume that a rational user would quit attempting to watch (listen) this video (music playlist), which would set the Efficiency value to zero, or more formally:

\[
Q_{A,R}^{f \rightarrow i,j} = \max \left( \frac{T_d + U_{A,R}^{f \rightarrow i,j}}{T_d + U_{ideal}^{f \rightarrow i,j}}, 0 \right). \tag{3.7}
\]

3.2.4 Cellular and Energy Cost

To further extend our model with a realistic representation of a working system, we incorporate two more factors in the users’ utility function. The first is related to the medium used to download content and is associated with the cost of using the cellular network, denoted as cellular cost. The second factor relates to the energy consumed in order to use this medium, denoted as energy cost. Given the description and structure of the utility function in Eq. 3.5, the cellular and energy costs need to
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be converted to actual playback time. That is, the cellular cost is the equivalent of the playback time downloaded through the cellular network, denoted as $U_C^{f \rightarrow i}_{A,R}$ for epochs $f$ to $i$.

With regards to energy cost, an interface supporting radio technologies works in different power states, each one related to a different workload as well as power consumption. These states include the Idle state, when no Internet connection is required, and consumes the least possible energy. Starting from this state, an interface can be promoted to one or more productive states by spending a fixed amount of energy and time, where productive state means that an interface becomes able to receive or transmit data. Finally, an interface experiences a tail power phenomenon where it stays in a high power state, in anticipation of more data exchange, before returning to its initial Idle state.

We denote as $E_{prom}^{A,R}$ and $E_{tail}^{A,R}$ the fixed energy cost of all involved interfaces, of technology $A$ and approach $R$, when being promoted to a productive state and when experiencing the tailing phenomenon, respectively. Thus, the energy spent until epoch $i$, $E_{f \rightarrow i}^{A,R}$, is:

$$E_{f \rightarrow i}^{A,R} = E_{prom}^{A,R} + E_{prod}^{i} + E_{tail}^{A,R} + E_{f \rightarrow i-1}^{A,R},$$

(3.8)

where $E_{prod}^{i}$ is the energy spent on the productive state of all interfaces for receiving and sharing content during epoch $i$. Therefore, by identifying the technology, $A^*$, and approach, $R^*$, which spend the smallest possible amount of energy until epoch $i$, $E_{f \rightarrow i}^{A^*,R^*}$, we can express the energy cost of a candidate technology, $A$, and approach, $R$, in terms of playback time, $U_{E}^{f \rightarrow i}_{A,R}$, by:

$$U_{E}^{f \rightarrow i}_{A,R} = \left( \frac{E_{f \rightarrow i}^{A,R}}{E_{f \rightarrow i}^{A^*,R^*}} - 1 \right) \times L_{f \rightarrow i}^{A^*,R^*},$$

(3.9)

The value of $U_{E}^{f \rightarrow i}_{A,R}$ in Eq. 3.9 is effectively the additional content (in terms of playback time) that a user would download if (s)he used technology, $A^*$, and approach, $R^*$.

Building on Eq. 3.5 the extended utility function that integrates the energy and cellular costs is:

$$\tilde{U}_{f \rightarrow i}^{A,R} = U_{A,R}^{f \rightarrow i} - a_c \times U_C^{f \rightarrow i}_{A,R} - a_e \times U_E^{f \rightarrow i}_{A,R},$$

(3.10)

where $a_c$ and $a_e$ are the corresponding weights of cell and energy cost, called cell and energy sensitivity.

In the following, we first discuss the general chunk reception rates over WiFi and cellular connectivity, which are independent of the content retrieval approach (Section 3.2.5). Then we adjust those reception rates to the Pull and PUSH cases, in Sections 3.2.6 and 3.2.7, respectively. The target is to define the total chunks received until epoch $i$, that is, the $\lfloor X_{f \rightarrow i}^{A,R} \rfloor$ component of Eq. 3.11 which then feeds Eq. 3.2 and eventually the Utility Function defined in Eq. 3.5 and extended in Eq. 3.10.
3.2.5 Chunk Reception Rate over WiFi and Cellular

The size of a single chunk, $S$, is $S = b \times y$, where $b$ is the bitrate and $y$ is the chunk’s playback duration. Then, assuming interference-free cellular downlinks, the cellular chunk delivery rate (per second) will be $X_{cell}(t) = \frac{B_{cell}}{S}$, where $B_{cell}$ is the bandwidth allocated to the user by the cellular network provider. For simplicity, we consider that the cellular bandwidth is stable, irrespectively of the number of active users. We assume that $B_{cell}$ is the bandwidth availability when the train is stopped at some station and that the connection quality deteriorates when the train is moving (i.e., $B_{cell} < B_{cell}$).

Without loss of generality, we assume that the available WiFi access bandwidth per platform of each station is equal to $B_{WiFi}$, which is equally shared among the users/commuters at each platform. Therefore, the chunk reception rate per second and per user at time $t$, received through the WiFi AP of a platform is, $X_{WiFi}(t) = \frac{B_{WiFi}}{N(t) \cdot S}$, where $N(t)$ is the number of users requesting Internet access at moment $t \in [t_i, t_{i+1})$ at the given platform. Please note that there is no WiFi connectivity during disconnection periods (i.e., when trains are in-between stations), which means that the chunk reception rate is: $\bar{X}_{WiFi} = 0$.

In the PUSH approach, apart from the chunks received through the Internet, users receive chunks from group members too. The chunk reception rate between group members in the PUSH approach is proportional to the group size. Chunks are shared over bandwidth $B_{p2p}$ and the number of chunks that can be shared among a group $g$ of $N_g(t)$ members at a moment $t$, $X_{p2p}^g(t)$, is defined as:

$$X_{p2p}^g(t) = \frac{B_{p2p}}{N(t) \cdot S} \times N_g(t), \quad (3.11)$$

Eq. 3.11 implies an underlying pseudo-broadcast sharing mechanism (similar to [112]) where a single peer at a time unicasts its content to another peer, while the rest of the members of the group overhear the transmission. Note that the mBaaS platform (mentioned earlier in Section 3.2.1) is also responsible for organising the “sharing turns”, given that only one user can unicast at a time.

3.2.6 Pull Reception Rate

In the simple Pull approach users pull content individually. For cellular Internet access, the total number of chunks received during epoch $i$ is equal to:

$$X_{cell, Pull}^i = |C| \times X_{cell} + |\bar{C}| \times \bar{X}_{cell}. \quad (3.12)$$

In the WiFi AP case, where the medium is shared between users, the total number of chunks

---

2Note that we do not consider dynamic rate adaptation (e.g., DASH) for simplicity of modelling. We evaluate the proposed model under the lowest possible rate, hence, any higher bandwidth availability will only increase the performance we observe.

3In reality, even the cellular bandwidth assigned to each user can be influenced by the level of contention (that is, number of users), but this happens for larger number of users, possibly in the order of thousands, which is not the case of a train (station).
that a user receives through a WiFi AP over epoch $i$ is:

$$X_{WiFi, Pull}^i = \int_{t=t_i}^{t_i+|C_i|} X_{WiFi}(t)dt,$$

(3.13)

where $t_i$ is the starting time of epoch $i$.

Finally, in case users use both interfaces for Internet access, in a Hybrid way, the total number of chunks they receive during epoch $i$ is:

$$X_{Hybrid, Pull}^i = X_{cell, Pull}^i + X_{WiFi, Pull}^i.$$  

(3.14)

### 3.2.7 Pull and SHare (PUSH) Reception Rate

In the PUSH approach, users who belong to a group $g$ of $N_g(t)$ members, at moment $t$, share their downloaded content. The chunk reception rate from fellow group members is given in Eq. [3.11]. Our model does not include multi-hop transmissions which implies that all members of a group have to be within transmission range of each other. For that purpose, we consider WiFi Direct as the technology of choice in order to transmit in long distances with high rates [17]. We also assume that devices can use simultaneously two separate half-duplex WiFi interfaces, one for downloading through the WiFi AP and another one for local sharing. Our approach is also applicable in the simple scenario where only one WiFi interface is available per device, but in that case downloading and sharing should take place sequentially, that is, the users would first download the required chunks and then share them with the rest of the group.

The total volume of content that can be shared between a group (according to Eq. [3.11]) is $X^g_{p2p}$, or more formally, the theoretical maximum amount of content that can be shared over an epoch $i$ for a group $g$, $V^g_{max(p2p)}$, is:

$$V^g_{max(p2p)} = \int_{t_i}^{t_i+|E_p^i|} X^g_{p2p}(t)dt.$$  

(3.15)

On the other hand, the maximum volume of content that can be downloaded collaboratively over the connection period of an epoch by access approach $A$, $V^{i,g}_{A,C}$, is:

$$V^{i,g}_{A,C} = \int_{t_i}^{t_i+|C_i|} X_A(t) \times N_g(t)dt,$$

(3.16)

where $X_A(t)$ is the number of downloaded chunks per second per group member, during the connection period.

Finally, the corresponding maximum downloaded content under poor connectivity (i.e., using cellular connection when the train is in-between stations), $V^{i,g}_{A,C}$, is:

$$V^{i,g}_{A,C} = \int_{t_i+|E_p^i|}^{t_i+|E_p^i|} X_A(t) \times N_g(t)dt.$$  

(3.17)
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where $\bar{X}_A(t)$ is the number of downloaded chunks per second per group member, during poor connection (or disconnection) period. It follows that the total volume of content that can be downloaded over an entire epoch $i$, $X^i_{A,PUSH}$, is:

$$X^i_{A,PUSH} = V^{i,g}_{A,C} + V^{i,g}_{A,\tilde{C}}$$

(3.18)

Eq. 3.18 effectively expresses the total number of chunks that the group can download and share within epoch $i$. In case $X^i_{A,PUSH} > V^{i,g}_{max(p2p)}$ the group has downloaded exactly as much content as it can share during epoch $i$. This would happen when the Internet access bandwidth is higher than the $p2p$ one and therefore, users can download faster than they can share. In this case, users continue downloading individually without sharing.

3.3 Quality Assessment Framework Case Study

In this section we perform a case study to demonstrate the usability of the presented framework. At first we analyse an anonymised dataset of London Underground commuters, subsections 3.3.1 before extracting information with respect to group formation potentials for a specific line of the network, in subsections 3.3.2. After that, we present the parameters of the streaming services as well as the network infrastructure we consider in the current case study, in subsection 3.3.3. Lastly in subsection 3.3.4 we evaluate the Pull and PUSH approaches in the playlist scenario, where each commuter is adding a content to the streaming list with a specific probability. Then, we investigate the PUSH approach under a streaming channels scenario, where commuters are engaged with a predefined number of media channels, before concluding with a sensitivity analysis for the cell, energy, and tolerance interval factors. Overall, the following case study covers a variety of streaming delivery methods, in various network access scenarios, which demonstrates the capability of the presented framework to act as a feasibility tool in quantifying and comparing the performance of different approaches in diverse connectivity settings.

3.3.1 Commuter Journey Traces Dataset

We analyse the anonymised commuter trace dataset from London’s Oyster Radio Frequency Identification cards. The dataset is a 17-day trace of all journeys that took place in the 11 lines of the London Underground network; the total number of journeys in our dataset is in the order of one million per day. Each journey is identified by an entry and exit point in the network, which is recorded at the granularity of one minute. The traces do not include information regarding the specific lines used by commuters, hence, in order to get an insight of how many passengers are on board a train at a given point throughout the day, we build a custom simulator which takes into account both the entry/exit points of commuters, but also the specific topology of the railway network. That is, we also consider the distance between stations, as well as the intersections of lines at each station and the routes that each line follows.
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Given that a journey’s route might cross more than one lines, and that commuters follow the shortest path with the fewest interchanges between their entry and exit points, we process the trace and assign commuters to specific lines and from there to individual trains.

3.3.2 Group Formation Insights/Potential

Next we focus on a single line to provide insights regarding the commuters’ group formation potentials. Fig. 3.2 depicts the average number of commuters that this specific line serves per single end-to-end journey. Obviously, not all commuters travel from one end to the other. The number of commuters is averaged over all trains of the day in hourly granularity. We observe that there are two clear peaks during the morning and the afternoon rush hours. During those times, one train can serve up to 1400 commuters in its end-to-end journey. Depending on their entry and exit points, these commuters can form groups to *Pull and Share* content from the network.

In order to get a closer view of the potential in forming groups, in Fig. 3.2, we depict the average journey time per commuter along with its standard deviation. According to this plot, commuters use this line on average for approximately 9 minutes with a standard deviation of around 5 minutes. Although the proportion of time that commuters physically share journeys depends on their chosen routes overlap (i.e., entry and exit points), this time is enough to watch or listen to the headline stories of some TV/radio channel.

Clearly, from Fig. 3.2, we see that a line serves different volumes of commuters at different periods of a day, but their distribution over the stations of the line requires further investigation. A more detailed analysis shows that commuters’ volumes differ hugely at each station depending on the train direction and the period of the day. We note that the lines normally start and terminate at the outskirts of the city centre, but always cross the city centre itself. In Fig. 3.3, we present the average number of commuters per train at three different stations over the duration of a day.

![Figure 3.2: Average journey duration and number of commuters per end-to-end journey of the line.](image-url)
Table 3.2: Quality Assessment Framework Default Evaluation Setting

<table>
<thead>
<tr>
<th>Standard Setting Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total bandwidth per station, $B_{st}$</td>
<td>0.5 Gbps</td>
</tr>
<tr>
<td>Cell rate - moving ($B_{mov}$) static ($B_{stat}$) train</td>
<td>150-550 Kbps</td>
</tr>
<tr>
<td>Sharing bandwidth, $B_{sh}$</td>
<td>54 Mbps</td>
</tr>
<tr>
<td>Connection period duration for each station $i$, $</td>
<td>C_i</td>
</tr>
<tr>
<td>Participation probability, $p_{list}$</td>
<td>50%</td>
</tr>
<tr>
<td>Music/Video bit-rate</td>
<td>160/419 Kbps</td>
</tr>
<tr>
<td>Chunk playback time, $y$</td>
<td>5&quot;</td>
</tr>
<tr>
<td>Playlist duration, $Y$</td>
<td>15'</td>
</tr>
<tr>
<td>Zipf’s exponent, $a$</td>
<td>1</td>
</tr>
<tr>
<td>Playlists generated per station, $Z$</td>
<td>5-95</td>
</tr>
<tr>
<td>Delay ($\alpha_d$), Energy ($\alpha_e$), Cell ($\alpha_c$) Sensitivity</td>
<td>3, 0, 0</td>
</tr>
<tr>
<td>$T_d$</td>
<td>5&quot;</td>
</tr>
</tbody>
</table>

This result makes clear the need for provisioning of Internet streaming services according to journey patterns, station locations, and the specific hour of a day. That is, given that connectivity is available only when trains are within stations, where they normally stay for about 20-30 seconds and that disconnection periods last 1-4 minutes, the amount of content that needs to be buffered in order to avoid playback disruptions differs hugely. Furthermore, since different stations are busy at different periods of day depending on the area and the direction of the train, the system has to be carefully modelled to include these factors in order to guarantee undisrupted playback.
3.3.3 Simulation and Evaluation Setup

In our setting the users have access to both WiFi connectivity when trains are in stations and cellular connectivity throughout their journeys. Despite the fact that in the case of the London Underground cellular connectivity is not available, here we include this access option for completeness. We also assume that users can use both their cellular and their WiFi interfaces simultaneously to receive content (Hybrid approach).

Although the current WiFi access deployment at the London Underground network provides download speeds of up to 100Mbps, here, we consider a future, overprovisioned network where each station is connected to the Internet by 500Mbps links. This bandwidth is split between all platforms and among all lines passing through each station.

For the cellular case, we assume that users get between 150Kbps and 550Kbps - closer to the lower value when the train is moving and to the highest one when the train is static in the station. Finally, we set the users’ sensitivity to delay \( a_d \) in Eq. 3.5 equal to 3, which means that for every second of disruption the users’ utility decreases by three, whereas their utility increases by one for every second of undisrupted playback. This value is specifically chosen as an extreme scenario, where users are not tolerant to disruptions.

In addition to the different access methods, we evaluate the users’ QoE (i.e., Eq. 3.6) when two different types of content are available, that is, music content (at 160Kbps) and video content (at 419Kbps). The chosen bit rates are the lowest possible for streaming of acceptable quality. In cases where the system can achieve minimum disruptions, an adaptive increase of the corresponding bit rates can be applied (e.g., through DASH), but this is out of the scope of this study. Unless mentioned otherwise, the full list of settings of our evaluation setup is given on Table 3.2.

Due to the limitations of the environment under investigation, we consider that users cannot individually choose to stream content and only if requests match, then users form groups. This would clearly result in few and small groups, effectively reflecting the Pull case. Instead, we evaluate two specific scenarios. In the first one, we assume that users create music or video “playlists” according to genre preferences, e.g., sports clips, or jazz music. Users then join a group and add their own preferences to the list. We assume that between 5 and 95 playlists are generated in each epoch, resulting in more than 500 playlists available throughout a train’s end-to-end journey. The playlists’ duration is set to 15 minutes to reflect the average journey time plus standard deviation. In our second scenario, users tune in to radio or TV channels [13], [15]. In particular, we assume that 50 channels are supported by the system, which would cover the main broadcasters of a region. The difference between the playlist and channel scenario is that in the case of the latter, users form larger groups. In both cases, we consider that users select a playlist or channel to subscribe according to a Zipf distribution [3].

Note that we consider that both the available channels and the created playlists are recommended to the rest of the commuters who are not participating in any other group at each station. A commuter
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is interested in this list and participates with a probability \( p_{\text{list}} \) while choosing the \( r \)-th element of the list according to a Zipf distribution with probability \( f(r; a, Z) \) where \( a \) is the Zipf exponent and \( Z \) is the number of elements in the list.

We measure the users’ perceptual QoE as expressed through Eq. 3.6. The initial tolerance interval \( T_d \) in Eq. 3.6 is set to 5 seconds, after the expiration of which each user abandons the attempt to receive content. This setting is based on studies that assess the patience of users on web content loading [85].

3.3.4 Performance Evaluation

Pull Approach - Playlists scenario

Fig. 3.4 illustrates the average (over all trains) efficiency of WiFi, Cell, and Hybrid access methods of the Pull approach for music and video streaming over one operational day of the tube network. Given that with the Cell approach each user experiences speeds between 150Kbps and 550Kbps and that the bitrate for streaming music is 160Kbps, it is straightforward that the network can support such a service. Hence, the Cell approach (and stemming from that, obviously, the Hybrid approach) can provide a satisfying QoE. On the other hand, the WiFi access method experiences disruptions which increase as the volume of commuters increases (i.e., during rush hours - see Fig. 3.2 and Fig. 3.3). In the case of video streaming all three access approaches, WiFi, Cell and Hybrid perform worse than music streaming. In the following we do not depict the music bitrate for the cell access approach, as it clearly can be supported when cell access is available (not for the case of the London Underground network though which solely relies on WiFi).

PUSH Approach - Playlists scenario

From Fig. 3.5 we observe that streaming music over the WiFi network is challenged by disruptions/disconnections, achieving performance close to 0.8 at best, while during rush hours this can go
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Figure 3.5: 15-min Playlists scenario \textit{PUSH} efficiency for WiFi, Cell, and Hybrid access methods.

Figure 3.6: Streaming Channels - \textit{PUSH} efficiency for WiFi, Cell, and Hybrid access methods.

as low as 0.4. In the case of Video playlists, which is even more demanding (\textit{i.e.}, higher bit rates), achieves lower performance ranging between 0.7-0.8 when utilising both the WiFi and the cellular connection. Note that the performance of \textit{PUSH} approach is acceptable during off-peak time, especially considering the extreme delay sensitivity assumed here. Overall, based on the parametrisation of our setting, collaborative download can provide acceptable service quality, especially when it is combined with cellular connectivity. In the following we experiment with different parameters to investigate the further improvement of the quality.

\textbf{PUSH Approach - Channels scenario}

Efficiency performance follows similar trends in the case of the second scenario (\textit{i.e.}, TV/radio channel streaming - see Fig. 3.6), where, however, we observe a small increase in the QoE perceived by the users. This is because, in the “channel” case, groups are formed for longer time periods
while additional users join the group as trains move towards their destination. That is, groups are bigger in size compared to the playlists scenario, giving the opportunity to move more content locally. Clearly, during the rush hours, the available WiFi bandwidth per commuter is significantly decreasing and, despite the size of the formed groups, the efficiency is still quite low since each user can download and share a very small portion of the desired content. As we show next, it requires a large amount of available WiFi bandwidth at each station in order to increase the performance of the system. Furthermore, another important factor that affects performance is the initial tolerance interval as we show later in this section.

PUSH Approach - WiFi Bandwidth Factor

In general, more available bandwidth at each platform/station improves performance; however, here we examine whether investing more on bandwidth would pay off in terms of users’ QoE. In Fig. 3.7 we present the case for video streaming to groups of commuters (i.e., PUSH approach) for the WiFi and the Hybrid access methods.

Interestingly, the efficiency achieved by the WiFi access method during peak times exceeds the one achieved during off-peak when the available bandwidth at each station is significantly large ($\geq 1\text{Gbps}$). In these cases, a larger number of commuters at each train results in larger groups. In turn, each group gets a larger stake of the available bandwidth. Overall, we see that even when 1Gbps is readily available at each of the hundreds of tube stations throughout the London Underground network, it is still difficult to achieve uninterrupted video streaming relying on the WiFi connectivity alone, even at off-peak times. On the other hand, when collaborative streaming is combined with cellular connectivity, we observe a performance close to 0.8, even for smaller bandwidth values and rather disruption-sensitive users (i.e., $a_d = 3$).

PUSH Approach - Cell and Energy Sensitivity

The cell sensitivity integrates the cost factor, that is, the monetary cost to download through the cellular network (i.e., $a_c$ in Eq. 3.10), as opposed to the WiFi access. In general, the efficiency decreases linearly in all the retrieval approaches (i.e., Pull and PUSH) with respect to the cell sensitivity. In more details, in the Pull case it declines with exactly the same rate during both peak and off-peak times, since the amount of data that each commuter downloads from the cellular interface in each case remains the same. On the other hand, for the PUSH approach (Fig. 3.8) the efficiency decline rate is less steep and the difference between the peak and off-peak time is proportional to the average group size. In this approach, users also exchange a significant amount of data minimizing the data to be directly downloaded from the cellular network.

We use the power state machine presented in [71] to evaluate the energy sensitivity of the cellular and WiFi interfaces of smartphone devices for each one of the power state (i.e., Promotion, Productive and Tail). Our findings show that despite the fact that PUSH uses an additional interface for sharing data, the low promotion and tail energy required by the sharing interface decreases the
overall performance as we increase the energy sensitivity. Finally, we notice that increasing the sharing energy transmission coefficient, $a_r$, causes only slight decline in the performance proportional to the coefficient’s actual value (Fig. 3.9). This is partly because local transfers (through the sharing interface) complete much faster, therefore, the sharing interface spends little time in “transmission mode”.

PUSH Approach - Tolerance Interval

The “Initial Tolerance Interval” of users indicates the patience of users to startup delay. Throughout our evaluation, this interval was set to 5 seconds, according to related studies on users’ tolerance to
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In this chapter, we presented a quality assessment framework that characterises the QoE of media streaming in urban railway networks, as a realistic setting for collaborative content downloading under disrupted connectivity settings. The assessment framework quantifies the utility of the streaming startup delays [85]. In this experiment, we investigate the effect of the tolerance interval on users’ QoE (in Fig. 3.10); we assume a 15-min playlist when users are pulling and sharing content over WiFi, and the tolerance interval is set to 10, 20 and 30 seconds. As the users’ tolerance increases, we observe that the QoE increases too. This is a straightforward result, given that the groups formed in this case are larger and can therefore get larger share of the available WiFi bandwidth. Expectedly, we observe that after the 20-second threshold the performance does not improve any further.
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application delivery by taking into account application parameters (such as the number of channels, content bitrate etc.), connectivity patterns (e.g., connection and disconnection periods, existence of cellular connectivity etc.), and user subjective parameters (like playback disruption tolerance, energy as well as cellular cost sensitivity). As a case study, we analysed commuters’ traces of London Underground before applying our model to their mobility patterns. We found that it is difficult to maintain undisrupted playback, especially in case of high bit rates, i.e., video content, but at the same time, well thought-out collaborative mechanisms can increase the perceived QoE even under such a challenging conditions. When cellular connectivity is available, performance improves considerably, given that users can utilise both interfaces (the WiFi and the cellular one) simultaneously.

We argue about the importance of such a quality assessment framework in deploying LLAs since it can work as the basis for incentivising users, i.e., if you participate in the group, your quality will be improved by $X\%$ (direct incentive) or your contribution is estimated to $Y$ dollars (indirect incentive). Furthermore, AppSPs can exploit such a framework as a feasibility study tool in order to parameterise their LLA for maximising their performance.
Chapter 4

Enabling LLAs in Mobile Connectivity Settings

4.1 Introduction

In this Chapter, we investigate the problem of stateful LLA provisioning, under the assumption that the VM of an LLA can migrate to another location within a reasonable timeframe, in the scenario of mobile users. In particular, we assume a set of geo-distributed cloudlet infrastructures, each of which is owned by an INCP that is willing to lease its resources to host LLAs. On the other hand, AppSPs are willing to pay INCPs in order to run their applications in the edge infrastructure. Therefore, AppSPs provide higher QoS to their customers, while INCPs are incentivised to both maintain and expand their edge infrastructure. In this setting, in order to support dynamic LLA provisioning for mobile users, we have to address the interdependent problems of:

1. Cloudlet monetary profit generation at the edge, \(i.e.,\) how INCPs make money,

2. Real-time cloudlet resource management, \(i.e.,\) which LLA should be deployed and where.

We assume interactive applications with strict deadlines (in the order of 10-50 ms, as in the case of augmented reality \[55\], for example) and users that move between cells. Similarly to cloud systems, the computing resources of the cloudlets are available in the form of Virtual Machines (VMs) and are located \(i)\) at base-station cells and \(ii)\) at middle-tier network locations. Provisioning of resources at base-station cells (hexagons closest to the edges in Fig. 4.1) is particularly challenging due to the mobility of users, which we mainly focus on in this here. The back-end clouds serve as the final-call serving location (Fig. 4.1) for user requests that fail to obtain resources at the cloudlets.

In this chapters, we argue for a market-based solution that brings together INCPs who lease their resources, and AppSPs which are interested in renting edge resources to improve the QoS of their mobile users. To that end, we propose a design for a market mechanism tailored to the mobile users demand dynamics that benefits both LLAs’ QoS and INCPs’ income. We introduce Edge-MAP, as the underlying framework that enables the in-network, on-demand provisioning market
for LLAs. A distinct novelty of Edge-MAP, is that it perceives the INCPs’ resources as a “pool of interconnected virtualised hardware” offered via independent marketplaces located at each cell. According to this view of the network, resources physically located but under-utilised at some cell, e.g., cell B in Fig. 4.1, can be advertised in neighbour cell markets where demand exceeds supply, e.g., cell A in Fig. 4.1. We assume that a Vickrey-English-Dutch (VED) auction \[30\] is deployed at each cellular market to provision LLAs’ instances over the offered VMs in polynomial time. Edge-MAP fosters competition among INCPs (located at various cells) by providing them profit-making opportunities in order to offer their (unused) resources at marketplaces of both local and remote cells.

The main technical contributions of this chapter are as follows:

1. We introduce the Edge-MAP mechanism for the provisioning of LLAs over a distributed INCPs’ infrastructure, tailored to the challenging scenario of mobile users.

2. We apply VED auctions in problems where the demand/supply conditions evolve over time.

3. We evaluate Edge-MAP on realistic vehicle traffic patterns.

### 4.2 Edge-MAP Design and System Model

In this section, we present Edge-MAP’s design principles, that support on-demand provisioning markets for mobile users, followed by the system model description.

#### 4.2.1 Edge-MAP Design Principles

LLA provisioning over geo-distributed cloudlet resources differs from provisioning in the cloud in that the allocation of cloudlet resources has to take into account the impact of the network conditions, i.e., the latency between the end users and the cloudlets’ points of presence \[20\], on applications’
QoS. Moreover, in the case of mobile users, the latency to an allocated VM changes as soon as users handover to different base-stations. Hence, even optimal VM allocations to user requests get outdated over time; that is, users’ mobility/handoffs should be followed by VM reassignments (when required), referred to as VM handoffs in [164]. Instead, under static provisioning, where a static number of VMs are allocated to an application for long periods of time, VM handoffs might lead to idle VMs that could be used by other applications. In this work, in order to avoid the underutilisation of VMs, we argue for the need of on-demand LLA provisioning, where a VM for an application is instantiated upon an end-user request for the duration of the end-user’s engagement (or handoff to another cell).

A simplified version of the on-demand LLA provisioning process, described in detail in section 2.2, consists of i) discovery of available resources (resolution), ii) resource allocation, and iii) resource configuration (i.e., booting up of VMs and memory page migration) [74]. In order to obtain a responsive and efficient provisioning system for mobile users, we focus on minimising the amount of time spent for resource discovery and resource allocation. With the latest advances in virtualisation technology, the configuration overhead is greatly reduced. For instance, Unikernel VMs boot in typically less than 150 ms [126]. The VM configuration overhead is expected to further reduce in the future, and therefore, we focus on reducing the time overhead of discovery and allocation of resources.

In the competitive setting of INCPs that we envision, the discovery and allocation of resources (i.e., VMs) happen through auction mechanisms that take place in individual markets [98, 176], each located in a base-station cell. In a cell’s market, the offered VMs are considered as items, while the mobile users connected to the corresponding cell are bidders that wish to acquire at most a single VM/item. The auction’s purpose is to derive the price vector as well as the item-bidder assignments that characterise a competitive equilibrium. That is, the auction has to: i) satisfy bidders’ demand for the given price vector, and ii) fully allocate every item with a positive price, i.e., every unallocated item’s price is 0.

A distinct feature of Edge-MAP is that INCPs can offer their VMs in other cells’ markets with

Figure 4.2: VM offerings by the INCPs and user biddings for VMs in three adjacent cells.
Figure 4.3: Time-slot $t_1$ duration decomposed into

i) the auction execution deadline, i.e., the maximum expected execution time of the auction,

and ii) the VM configuration overhead for provisioning at time-slot $t_2$, e.g., VM$_1$ handoff to VM$_2$ at $t_2$.

the condition that a particular VM can only participate uniquely to a single market at any point in time. Being able to offer VM resources to adjacent cells’ users leads to profit opportunities for INCPs. As we explain in detail later in Section 4.3, INCPs discover such opportunities through a feedback system. As an example, consider Fig. 4.2, where three adjacent cells numbered 1–3 are depicted with their connected mobile users. There is a single INCP in both cell 1 and cell 2 and no INCPs in cell 3. In each cell, there is a market dedicated to its local users to discover and allocate available VMs. INCP 1 of cell 1 offers a proportion of its VMs to its local market (Market 1) and the remaining VMs to second cell’s market (Market 2). Similarly, INCP 2 offers part of its VMs to its local market (Market 2) and the remaining ones to the adjacent third cell’s market (Market 3). The connected users of each cell can only bid in their local market, which simplifies the discovery process.

Provisioning of VMs happens through periodic/discrete-time execution of auction mechanisms, where the minimum duration of each period/time-slot is restricted by the aggregated time overhead of auction execution and VM configuration, as we show in Fig. 4.3. In each period, the bidders adjust their demand subject to their local cell, and the associated network conditions, while the INCPs adjust their supply, in terms of offered VMs, subject to their current utilisation. That is, the objective of minimising the time overhead of resource discovery and resource allocation is equivalent to minimizing the time of accessing a market and execute an auction.

Along these lines, the proposed Edge-MAP mechanism relies on VED auctions [30] for on-demand provisioning for the following reasons:

- VED auctions derive the unique minimum competitive equilibrium prices [170], known as Vickrey-Clarke-Groves (VCG) prices; that is, the bidders cannot acquire their assigned items for a lower price in any other competitive equilibrium.
The VED auctions result in the VCG prices starting at any possible initial price for each one of the items.

Because the Edge-MAP is executed repetitively, a VED auction can re-use previously found VCG prices and reduce the execution time of the mechanism, e.g., if the supply and demand conditions of the market remain the same, the VCG prices of the new time-slot will be identical to the previous one, and the auction will terminate immediately since it starts from its equilibrium prices. Moreover, the bidders are truthful since they acquire an item in its minimum possible price; that is, they do not have incentives to deploy complex strategies that would prolong the execution of the auction.

Finally, in Edge-MAP instead of considering a single centralised market, we approach each cell as a distinct marketplace, organised by a local auctioneer to serve the on-demand provisioning requests of its currently connected users. The choice of cell-based markets comes with the advantages of:

- Resource discovery and allocation time overhead minimisation, since a user request is accessing a market immediately at her local cell. At the same time, the auction execution involves a considerably smaller number of bidders, leading to a significantly lower execution time.

- Providing profit opportunities to INCPs, which can offer their VMs to different cellular markets at different prices. In particular, Edge-MAP provides feedback to INCPs regarding their demand in each market, fostering their competition as we explain in 4.3.2.

**Edge-MAP Overview:** Our design, on top of the already introduced AppSPs and INCPs, involves the following entities:

- **Auctioneer:** The entity that collects arriving bids for LLA provisioning and allocates INCPs’ VMs to the highest set of bids. There is exactly one auctioneer per cellular market.

- **AppSP Agents:** The entities that represent AppSPs in every cellular market. These entities actually bid on behalf of the mobile users for VMs offered in each market, with respect to the requested LLA requirements.

In Fig. 4.4, we depict the Edge-MAP’s provisioning process upon the arrival of a new user in a cellular market. At first, the mobile user sends an application request to the local market which is directed to the corresponding AppSP Agent (step a). The AppSP Agent is aware of the application requirements, i.e., in terms of how the latency affects its QoS. In particular, we assume that the AppSP has pre-estimated the potential gain in QoS that a VM provisioning can produce at each INCP for a specific LLA request arriving at the local cellular market. Since the VED auction is an incentive-compatible mechanism [30], the AppSP Agent acts truthfully and bids for resources by just setting the bids equal to the actual gain, in terms of QoS, of the application (steps b and c). Next,
the VED auction is executed followed by the INCP’s feedback phase about profit opportunities (step d) that aim to attract more VM resources to the market (step e); concluding in the VM provisioning for the user at a specific price for the next time-slot utilisation (step f). Finally, the AppSP Agent periodically informs the AppSP for the expenses of this market (step g) in order to arrange the payment of the INCPs (step h).

4.2.2 System Model

We consider the state of a cellular market before the execution of the auction mechanism, e.g., the beginning of period $t_1$ in Fig. 4.3, that will define the LLA provisioning for the next time-slot. Let $\mathcal{S} \equiv \{1,2,3,\ldots,S\}$ be the set of LLAs, where each LLA $s$ is requested by $\mathcal{M}_s$ unit demand users, i.e., interested in at most one VM, that are currently connected to the cell of the market. We denote by $\mathcal{M} \equiv \{1,2,3,\ldots,M\}$ the set of all mobile users, i.e., $\mathcal{M} = \bigcup_{s \in \mathcal{S}} \mathcal{M}_s$, that bid for $\mathcal{H} \equiv \{1,2,3,\ldots,H\}$ VMs, offered at the price vector $p \equiv (p_h : \forall h \in \mathcal{H})$. The VMs are submitted to the market by a set of $\mathcal{C} \equiv \{1,2,3,\ldots,C\}$ INCPs, where each $c \in \mathcal{C}$ contributes $\mathcal{H}_c$ VMs, such that $\mathcal{H}_c \subseteq \mathcal{H}$ and $\mathcal{H}_c \cap \mathcal{H}_{c'} = \emptyset$ for all $c, c' \in \mathcal{C}$ when $c \neq c'$.

We assume that each AppSP Agent is aware of the latency between the current cell and the location of nearby INCPs. Based on the latency information, the AppSP Agent of a LLA $s \in \mathcal{S}$, derives the expected QoS produced by provisioning a VM at INCP $c \in \mathcal{C}$ for serving an $s$ LLA request for the next time-slot, $u_{s,c}$. Furthermore, assuming an always available default provisioning (i.e., back-end cloud) infrastructure for LLA $s$, the AppSP Agent can similarly estimate the default expected QoS, $u_{s,b}$. Then, the valuation (i.e., QoS gain) of a user $m \in \mathcal{M}_s$ with respect to a VM $h \in \mathcal{H}_c$ is:

$$v_{m,h} = u_{s,c} - u_{s,b}. \quad (4.1)$$

Note that $v_{m,b} = 0$. The notation used throughout the Chapter is given in Table 5.1.

---

Footnote:

1 Each VM is offered to a cellular market uniquely.
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In this section, we introduce Edge-MAP’s micro- and macro-level operating components of:

1. **Edge-MAP Cellular**: That is deployed in each cellular market to perform the on-demand provisioning of LLAs.

2. **Edge-MAP Orchestrator**: That provides feedback to each INCP regarding profit opportunities of its over-demanded VMs in each cellular market.

### 4.3.1 Edge-MAP Cellular Operation

We describe Edge-MAP’s micro-level operating component by focusing on a single cellular market. At first, we define the set of over-demanded/supplied VMs that characterise any *Multi-item auction with unit demand bidders*. After that, we provide details about how VED auctions derive the VCG equilibrium by increasing (decreasing) the price of the VMs that are considered over-demanded (over-supplied) in the context of Edge-MAP mechanism.

**VMs in Excess Supply and Excess Demand**

We consider the extended market of \( \mathcal{H}^* = \mathcal{H} \cup \{\emptyset\} \) VMs, where the *null item* \( \{\emptyset\} \) corresponds to the default VM provisioning of each request at the corresponding back-end cloud\(^2\). Let \( p_h \) be the price of VM \( h \in \mathcal{H}^* \) and \( v_{m,h} \) be the valuation of bidder/user \( m \) for VM \( h \) (Eq. 4.1). The demand correspondence of user \( m \) is defined as:

\[
D_m(p) \triangleq \{ h \in \mathcal{H}^* : v_{m,h} - p_h \geq v_{m,h'} - p_{h'}, \forall h' \in \mathcal{H}^* \} \quad (4.2)
\]

in other words, the \( D_m(p) \) set includes the VMs that maximise the user’s valuation after the price reduction, known as net-valuation, *i.e.*, \( v_{m,h} - p_h \). Note that, at the default provisioning location, the VMs’ price equals to zero, *i.e.*, \( p_\emptyset = 0 \). In Fig. 4.5 a market of four VMs and four users is depicted forming the following demand correspondence sets: \( D_{m_1}(p) = \{h_1\} \), \( D_{m_2}(p) = \{h_2\} \),

---

\(^2\)The null item is allocated to requests as many times as necessary so there is no request left unserved, *i.e.*, without an assigned VM.
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We use the example of Fig. 4.5 as a point of reference in the upcoming definitions.

Given the users’ demand correspondence to a price vector, the universally allocated items, \( \mathcal{H} \), are defined as the set of VMs which either have a price equal to 0 or satisfy at their current price at least 2 bidders, i.e., \( p_h = 0 \) or \( \exists m, m' \in M : h \in D_m(p) \cap D_{m'}(p) \) where \( m \neq m' \) for each \( h \in \mathcal{H} \).

That is, in the example of Fig. 4.5, the set of universally allocated items is \( \mathcal{H} = \{h_2, h_3\} \). Then for a set of universally allocated items, authors in [30] define the set of positive excess demand, \( \tilde{S} \), as the universally allocated items/VMs with positive price, i.e., \( \tilde{S} = \{ h \in \mathcal{H} : p_h > 0 \} \). In the example of Fig. 4.5 for \( \mathcal{H} = \{h_2, h_3\} \), the positive excess demand set is \( \tilde{S} = \{h_2\} \) since \( p_{h_2} > 0 \) while \( p_{h_3} = 0 \).

Furthermore, they prove that set \( \tilde{S} \) can be identified in polynomial time by the FindUnivAllocItems procedure presented in [163].

On the other hand, the set of excess supply, \( S^* \), is defined as the set of not universally allocated items/VMs with positive price, i.e., \( S^* = \{ h \in \mathcal{H} : p_h > 0 \} \setminus \tilde{S} \); meaning that, in the example of Fig. 4.5 the excess supply set is \( S^* = \{h_1, h_4\} \) since both VMs have a positive price while not belonging to the set of positive excess demand.

Finally, the concept of the excess demand set is introduced. Intuitively, a set of VMs \( E \) is in excess demand at a given price vector, if i) the number of VMs in each proper subset \( T \) of \( E \), \( T \subset E \), is strictly smaller than the number of users that demand a VM in \( T \), and ii) the users that demand at least a VM in \( E \) do not request VMs outside \( E \). Furthermore, in [29], the authors prove that there exists a unique set in excess demand with maximal cardinality \( E^* \) that can be identified in polynomial time by using the “Ford and Fulkerson” algorithm, presented in [82]. In the example of Fig. 4.5, \( E^* = \{h_2, h_3\} \).

VCG Equilibrium Derivation

In this section, we explain how the Edge-MAP mechanism applies VED auctions at a micro-level to reach the VCG equilibrium of the cellular market. VED auctions can derive the VCG equilibrium prices, \( p^{VCG} \), as well as the corresponding users to VMs assignment, i.e., \( x^{VCG} : M \to \mathcal{H} \), starting

\[ D_{m_3}(p) = \{h_2, h_3\}, \text{ and } D_{m_4}(p) = \{h_3\} \]

3We do not depict the null element.
from any initial price vector \( p[0] \). At a given time-slot, e.g., time-slot \( t_2 \) in Fig. 4.3, Edge-MAP exploits VED auctions by initialising the price of each VM in the market according to the \( p^{VCG} \) solution found in the previous time-slot, e.g., \( t_1 \). At the core of VED auctions is the elimination of the VMs in excess demand, \( E^* \), and excess supply, \( S^* \), since they are associated to the price vector \( p^{VCG} \) by the following theorem, proved in [136]:

**Theorem 1.** A price vector, \( p \), equals the VCG price vector, \( p^{VCG} \), if and only if the sets of excess demand and excess supply are empty, i.e., \( E^* = \emptyset \) and \( S^* = \emptyset \).

Therefore, VED auctions eliminate sets \( E^* \) and \( S^* \) iteratively by updating the price of each VM \( h \) at the \( k \)-th iteration, \( p^k_h \), according to:

\[
p^k_h = \begin{cases} 
p^{k-1}_h + \Delta p, & \text{if } h \in E^{*,k-1}, \\
p^{k-1}_h - \Delta p, & \text{if } h \in S^{*,k-1}, \\
p^{k-1}_h & \text{otherwise.}
\end{cases}
\]

where if \( h \in E^{*,k-1} \) (i.e., eliminating the excess demand set upon iteration \( k - 1 \)), the price is increased by \( \Delta p \); on the other hand, if \( h \in S^{*,k-1} \) (i.e., eliminating the excess supply set upon iteration \( k - 1 \)), the price is decreased by \( \Delta p \). The policy of increasing the prices of each VM in \( E^* \) is known as \( E^*-\text{increase} \) while the policy of decreasing the prices in \( S^* \) is known as \( S^*-\text{decrease} \).

**Lemma 1:** Consecutive \( E^*-\text{increase} (S^*-\text{decrease}) \) policy applications eliminate the excess demand \( E^* \) (excess supply \( S^* \)) set in polynomial time.

**Proof.** There is a maximum price that any VM in the market could be allocated \( \bar{p} = \max_{v_m,h \in H} v_{m,h} \). Thus, the \( E^*-\text{increase} \) policy takes at most \( \lceil \bar{p}/\Delta p \rceil \) steps to exclude every VM in \( E^* \) from the users’ demand correspondence, by increasing their price as their net valuation \( v_{m,h} - p_h \) declines; resulting, in the elimination of \( E^* \). Similarly, for the \( S^*-\text{decrease} \) policy, it takes at most \( \lceil \bar{p}/\Delta p \rceil \) steps for every VM in \( S^* \) to have a price equal to 0, eliminating \( S^* \). During the \( E^* \) (\( S^* \)) elimination process the “Ford and Fulkerson” algorithm (FindUnivAllocItems procedure) is called to identify the \( E^* \) (\( S^* \)) at most \( \lceil \bar{p}/\Delta p \rceil \) times; therefore, since the “Ford and Fulkerson” algorithm (FindUnivAllocItems procedure) runs in polynomial time, the elimination process is also polynomial.

However, applying both \( E^*-\text{increase} \) and \( S^*-\text{decrease} \) policies at the same iteration might trap the process in a cycle, i.e., the set of excess supply and demand return to their previous state after a number of iterations as it is shown in [135]. Therefore, the \( E^*-\text{increase} (S^*-\text{decrease}) \) policy has to be deployed in isolation in each iteration until completely eliminating \( E^* \) (\( S^* \)) before changing to policy \( S^*-\text{decrease} (E^*-\text{increase}) \) targeting the set \( S^* \) (\( E^* \)). The convergence to a price vector

\footnote{Other Multi-item auctions like the ascending (descending) Vickrey-English (Vickrey-Dutch) auctions [135, 163] require to start their execution from the lowest (highest) possible price in the market for each item.}
where both sets of excess supply and excess demand are empty, \(E^* = S^* = \{\emptyset\}\), is guaranteed by the following monotonicity lemma proved in [30]:

**Lemma 2:** For any price vector \(p > 0\), i) If \(S^*,k = \{\emptyset\}\) and an \(E^*\)-increase price adjustment policy is applied at iteration \(k\), then \(S^*,k+1 = \{\emptyset\}\); similarly, ii) if \(E^*,k = \{\emptyset\}\) and an \(S^*\)-decrease price adjustment policy is applied at iteration \(k\), then \(E^*,k+1 = \{\emptyset\}\).

A typical iteration of VED auction is presented in procedure “VED-Iteration” of Algorithm 1. Essentially, the procedure applies an \(E^*\)-increase policy (line 23) as long as \(E^*\) is not empty; otherwise, an \(S^*\)-decrease policy is applied (line 20) until set \(S^*\) is empty too and the VCG equilibrium has been found (lines 17,18).

### 4.3.2 Edge-MAP: Orchestrator Operation

The Edge-MAP Orchestrator component, is responsible for providing sufficient information to the INCPs participating in a market about profit opportunities. In that way, Edge-MAP aims to act beneficially for both AppSPs and INCPs by promoting the competition between INCPs, who can develop their own VM supply strategies over different cells/markets in their proximity. First of all, VMs offered by the same INCP are identical from the user perspective since her valuation is specific to the cloudlet location; therefore, she has no preference between two VMs that coexist at the same location. The following lemma associates the price of identical VMs with the set of VMs in excess demand.

**Lemma 3:** Identical VMs, in terms of users’ valuation, can only co-exist in the set of excess demand, \(E^*\), if their prices are equal.

**Proof.** Given the definition of demand correspondence, \(D_m(p)\), in Eq. (4.2), the users show a preference among identical VMs with the same valuation, \(v\), for the one with the smallest price, \(p^*\), since it maximises their net-valuation, i.e., \(v - p^*\). Therefore, the only VM that could belong to the \(E^*\) set is the one with the smallest price. Therefore, if both items belong to \(E^*\), their price is \(p^*\). \(\Box\)

Next, consider an INCP managing a cloudlet that participates at a cell market during time-slot \(t\) with 10 VMs. If all of the VMs are in excess demand, then according to Lemma 3, the VMs have the same price \(p_h\). Then Edge-MAP gives to the INCP the options of i) waiting for the \(E^*\)-increase policy to increase the \(p_h\) price by \(\Delta p\) and go to the next VED auction iteration, or ii) increasing the number of VMs participating in the market of the cell by at most \(\Delta|\tilde{h}|\) additional VMs. We refer to the second option as \(E^*\)-dimensioning policy (Algorithm 1 line 6). In other words, via \(E^*\)-dimensioning identical VMs to the ones in excess demand are supplied into the cellular market in order to eliminate the excess demand set as we show next.

**Lemma 4:** The combined application of \(E^*\)-dimensioning and \(E^*\)-increasing policies in a single iteration of Algorithm 1 eliminates the excess demand set, \(E^*\), in polynomial time.

**Proof.** Assume that \(|\tilde{\mathcal{M}}|\) number of users request VMs from \(E^*\), i.e., \(|\tilde{\mathcal{M}}| > E^*\). Then, if there are
available VMs to be offered by the INCPs, the \(E^\ast\)-dimensioning policy requires \(|\mathcal{M}| - |E^\ast|\) steps, when \(\Delta|h| = 1\), or only 1 step, when \(\Delta|h| = |\mathcal{M}| - |E^\ast|\), to eliminate the excess demand \(E^\ast\). since the number of VMs in \(E^\ast\) will no longer be less than the number of users. However, in the worst case, the “Ford and Fulkerson” algorithm is called to identify set \(E^\ast\) in each iteration of Algorithm 1 twice, once for the \(E^\ast\)-dimensioning and once for the \(E^\ast\)-increasing policy. But, again, the identification of set \(E^\ast\) is bounded by \(2\lceil \bar{p}/\Delta p \rceil\); that is, \(E^\ast\) elimination takes place in polynomial time.

\[\text{Algorithm 1: Edge-MAP on demand provisioning mechanism.}\]
4.4 Edge-MAP Performance Evaluation

In this section, we demonstrate the performance of Edge-MAP. We begin by describing the setup of our evaluation before presenting our results.

4.4.1 Evaluation Setting

Mobility traces and cellular setting: The evaluation is based on a mobility dataset developed in the context of the TAPASCologne project by using a state of the art mobility generator tool [193].

\footnote{5http://kolntrace.project.citi-lab.fr}
4.4. Edge-MAP Performance Evaluation

The dataset consists of 700,000 car journeys covering a region of 400 square kilometres over 24 hours. We create a cellular infrastructure by dividing the region into 864 hexagon cells of 1Km separation. We consider each vehicle as a mobile user, associated with a mobile device, and we focus on a single off-peak hour of the dataset, i.e., 11am, which presents a good ratio of average vehicle speed and number of vehicles at each second, i.e., \( \sim 30 \text{ Km/h} \) and \( \sim 5200 \) vehicles, respectively. During this period, the population remains relatively constant, with approximately 13 vehicles leaving/arriving every second. The number of vehicles/mobile users per cell for a snapshot of the data, at 11am, is shown in Fig. 4.7.

Application categories for LLAs: The QoS of the LLAs is naturally expressed as a decreasing function of the end user perceived round-trip time (RTT), in terms of latency \( x \), to each cloudlet \([62, 217]\). Similarly to \([99]\) for abstract resource allocation gains, we consider that each LLA is characterised by a decreasing QoS function of the general form:

\[
\begin{align*}
    u(x) &= \frac{u_{\text{min}}}{u_{\text{max}}} + \left(1 - \frac{u_{\text{min}}}{u_{\text{max}}}\right) \left(1 - \frac{x - l_{\text{min}}}{l_{\text{max}}}\right)^{\alpha} \times u_{\text{max}} \\
    &= \left(\frac{u_{\text{min}}}{u_{\text{max}}} + \left(1 - \frac{u_{\text{min}}}{u_{\text{max}}}\right) \left(1 - \frac{x - l_{\text{min}}}{l_{\text{max}}}\right)^{\frac{1}{\alpha}}\right) \times u_{\text{max}} \\
\end{align*}
\]

(4.3)

The constants \( u_{\text{max}} \) (\( u_{\text{min}} \)) represents the maximum (minimum) QoS that the application user can achieve at the minimum (maximum) latency \( l_{\text{min}} \) (\( l_{\text{max}} \)), i.e., \( u(l_{\text{min}}) = u_{\text{max}} \) and \( u(l_{\text{max}}) = u_{\text{min}} \). We set \( u_{\text{max}} = 100 \), \( l_{\text{min}} = 4\text{ms} \)[6] and \( l_{\text{max}} = 500\text{ms} \) assuming that all applications have identical latencies to their default cloud locations.\[7\] Moreover, function \( u(\cdot) \) is convex for \( 0 < \alpha \leq 1 \); that is, we set \( \alpha = 0.2 \) since LLAs’ QoS is expected to be more sensitive to latency changes closer to \( l_{\text{min}} \).

We depict the QoS function for \( \alpha \) values 0.2 and 1.0 in Fig. 4.8.

Based on Eq. 4.3, we create ten LLA categories, each associated to a QoS function that models a certain sensitivity of the LLA to network latencies. We use a different \( u_{\text{min}} \) value assigned \( \{0, 10, 20, \ldots, 90\} \) for each category of LLA. In this way, different application categories have different gains from being provisioned at the edge, varying from 10, for \( u_{\text{min}} = 90 \) and less latency.

\[6\text{With recent advances in LTE technology, mobile operators reported handset-to-base-station latencies around 2 msec (RTT of 4 msec), see: http://news.itu.int/with-5g-looming-sk-telecom-reduces-lte-latency-to-just-2ms}\]

\[7\text{500ms is the maximum latency observed for Amazon Web Services according to CloudPing, available at http://www.cloudping.info.}\]
Table 4.2: Edge-MAP Default Evaluation Setting

| Setting parameterisation: | In the mobile environment we consider, we focus only on cloudlets located at the network edge, i.e., base-station cells. In the default setting, cloudlets are allowed to advertise and offer their VMs to cellular markets that are up to 1 cell away, covering the cells denoted by \( r_0 \) and \( r_1 \) in Fig. 4.9 when the cloudlet is located at \( r_0 \). We set the inter-cell latency to 10ms and assume a tree-like backhaul topology \([149]\), where the latency between cells increases linearly with the hop distance, e.g., if a cloudlet is located 2 cells away from the cell a user is connected to, then the involved latency is 20ms. Given the network topology latencies, we round up the non-integer QoS values produced by Eq. 4.3, we parameterise the Edge-MAP mechanism by setting \( \Delta p = 1 \), \( \Delta |h| = 1 \), \( p_{\text{min}} = 0 \), while the time-slot duration equals 60s.

Considering the statistics provided by the Smart Insights\([14]\) survey regarding i) the user application engagement duration over a day, and ii) the smartphones market penetration percentage, we consider that 10% of the mobile users are engaged in a LLA at any second, i.e., 520 users on average.

We set the capacity of each Cloudlet to 20 VMs, which is on average sufficient for serving even the most crowded cells, given the 10% users’ participation we assume. Note that we limit each cell to host at most a single cloudlet in all the experiments. The default values of the experiment parameters are provided in Table 4.2.

LLA requests generation: We consider two approaches of generating service requests, namely:

- **Probabilistic requests**: Each user selects one of the 10 LLA categories according to a Zipf distribution that favours the most QoS sensitive application categories, i.e., the most popular applications are the ones with the highest \( u(l_{\text{min}}) \). Similarly to edge caching systems \([39]\), we set the Zipf’s distribution exponent equal to 0.8.

- **Realistic requests**: Each user selects one of the 10 LLA categories based on the sequence of
in Google’s cluster dataset. In detail, we associate each LLA category to a “ParentID” field, that identifies the service, of the 10 most popular services in the dataset accounting for more than 200K requests. Then, by selecting random time intervals in the period of the seven hours that the dataset covers, users request LLA categories based on the sequence of “ParentID” fields that arrive into Google’s cluster.

In both cases, we assume that users remain engaged to their requested LLA throughout their journey.

**Cloudlets’ deployment:** We evaluate the impact of Edge-MAP in relation to the availability of cloudlet resources, which are incrementally deployed over the cells starting from the most crowded ones. In this way, we capture Edge-MAP’s behaviour over the spectrum of different cloudlet infrastructure conditions; starting from under-deployed, where a single cloudlet exists only at the most crowded cell, to over-deployed, where there is an installed cloudlet at each cell. The turning point between over- and under-deployed infrastructure is taking place upon the deployment of the 26th cloudlet, where the available VMs, i.e., \(26 \times 20 = 520\) VMs, equal the average number of participating users, i.e., 10% of the 5200 users in the dataset. Note that all cells support a marketplace no matter if a cloudlet is locally deployed. This implies that the required computing power for executing Edge-MAP’s cellular component, at each cell, can be provided by the current base stations. Furthermore, we assume that Edge-MAP’s orchestrator component presents a stable feedback communication performance equal to the latency imposed by the cellular distance between a market and a cloudlet’s location. Clearly, throughout our evaluation we consider Edge-MAP’s markets deployment as the default applied framework by telecom providers for serving their mobile users’ LLA requests.

### 4.4.2 Simulation Results

The results presented next have been averaged over 100 executions.

**Impact of on-demand provisioning:** We compare Edge-MAP against (i) Static and (ii) Self-
Tuning [118] provisioning in terms of average QoS. In static provisioning, we assume that each AppSP is aware of his aggregate service demand and allocates the portion of VMs at each cloudlet that corresponds to this demand. For example, given the cloudlet capacity of 20 VMs and an LLA \( s \in \mathcal{S} \) accounting for half of the generated requests, static provisioning will allocate statically 10 instances of \( s \) at each cloudlet for the entire duration of the simulation.

On the other hand, in self-tuning, the provisioning of LLAs takes place periodically, i.e., repeating at regular time-slots, at each cell. The provisioning of LLAs in the self-tuning approach at a time-slot \( t \) is based on i) the demand of each LLA observed during the time-slot \( t - 1 \) and ii) the QoS gain of LLAs from being provisioned at the edge. For instance, if LLA \( s \) is requested on average by, say seven users, during time-slot \( t \) at a specific cell, the AppSP will bid for up to seven VMs at the respective cellular market at time-slot \( t + 1 \). If LLA \( s \) is the service with the highest QoS gain, then seven VMs will be allocated to it at the price of the next seven offered prices, i.e., generalised second price auction. Note that the original self-tuning approach proposed in [118] is a generalised second price combinatorial auction requiring offline execution. In order to create an online distributed variation of the self-tuning approach that it is comparable to Edge-MAP, we limit cellular markets in offering VMs that are located only at the current cell. That is, we eliminate the combinatorial difficulty of the problem by offering identical VMs in terms of QoS gain, since the gain of each AppSP increases linearly with the number of allocated VMs until reaching its expected demand.

Edge-MAP outperforms the other approaches in terms of average QoS in both probabilistic and realistic request generation settings, while the self-tuning approach is superior only to the static provisioning approach, as we see in Fig. 4.10. Clearly, the average QoS is lower for the Zipf-based probabilistic request generation due to the correlation between each service’s popularity and QoS gain, i.e., the most demanding service is the most popular, and lack of resources results in the faster deterioration of the system average QoS. In the remaining experiments we present the results of the probabilistic request generation which is the more challenging case.

**Impact of time-slot duration:** In Fig. 4.11 we depict the average QoS under different time-slot durations, namely 10, 60, and 120 seconds, capturing an increasing configuration time overhead related to the VM management and potential applications state migration. As expected, a longer time-slot duration leads to QoS deterioration due to the decrease in Edge-MAP provisioning responsiveness to LLA demand changes, caused by mobile users’ i) handovers and ii) arrivals/departures to/from the system.

**Benefit of per-cell markets:** Fig. 4.12 demonstrates the increase in the execution time of the mechanism when the provisioning of resources takes place via a fixed number of markets instead of deploying one marketplace at each cell. In particular, we consider a centralised scenario, i.e., a single market in the system, a scenario with two markets, i.e., each market is responsible for roughly half of the cells in the system, and three markets, i.e., each market is in charge of the one thirds of the cells in
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Figure 4.11: Time-slot Duration QoS Impact

Figure 4.12: Centralised Markets: Execution Time Impact.

(a) Avg. QoS. (b) Avg. Price.

Figure 4.13: Local vs. Pool of Virtual Resources

the system. The reason behind Edge-MAP’s negligible execution time compared to the fixed number of markets is that the cellular based markets involve a considerably smaller number of bidders, since they include only the users that are connected to the current base station, as well as the number of VMs. Note that Edge-MAP scales gracefully as the number of cloudlets in the system increases while, in the case of fixed markets, the time increases linearly due to the polynomial execution time nature of VED auctions. The execution times are computed using a 2.2 GHz Intel Core i5 processor.

Benefit of pooling of interconnected virtualised resources: Fig. 4.13a depicts the QoS gain from allowing cloudlets to offer their VMs to distant markets, defined by the cellular advertisement range with respect to the relative position of a cloudlet location, i.e., each cloudlet is placed on ring 0 \(r_0\) in Fig. 4.9. Undoubtedly, there is a higher QoS gain when INCPs act as a pool of interconnected virtualised resources that can be offered over different cells, i.e., rings range 2 \(r_0, r_1, r_2\) in Fig. 4.9 and 5, than offering their resources to the local cellular market where they are placed, i.e., rings range 0. The reason is that idle VMs have the opportunity of being utilised by users connected to a different
4.5. Conclusions

In this chapter, we investigated the deployment of LLAs in a setting of mobile connectivity. Along these lines we presented Edge-MAP, a polynomial time mechanism tailored to the on demand provisioning of LLAs for mobile users. At a micro-level, Edge-MAP operates on cellular based markets using VED auctions to perform robust resource allocation. Edge-MAP on macro-level fosters the cellular market, where due to the limited elasticity of the local cloudlet there are no available VMs for serving their requests. Furthermore, from Lemma 3, we know that the VMs offered by a single cloudlet to a single market can be allocated only if they have identical prices. In other words, the price that a INCP can get from his resources is market specific. Therefore, offering VMs to distant markets is beneficial for the income of the INCPs since they have the opportunity to diversify their prices. This is clear in Fig. 4.13b where over the under-deployed zone, i.e., number of cloudlets 1 to 26, the average price of VMs is substantially higher than the case when VMs are only offered locally, rings range 0. On the other hand, at the over-deployed zone, i.e., number of cloudlets 26 onwards, the average price is approaching the value of zero, due to the abundance of resources and the competition conditions that are created.

**Benefit of VED auctions:** Lastly, in order to demonstrate Edge-MAP’s scalability in increasing workloads, we consider the extreme case where all mobile users request a LLA in a setting where 26 cloudlets are deployed, each one capable of supporting 200VMs. Figures 4.14a and 4.14b present the comparison of Edge-MAP against an Edge-MAP’s variation that relies on Vickrey-English (VE) ascending auctions instead of VED. Clearly, VED auctions dominate over the VE ones both in terms of iterations and execution time, since VED requires less than a second to derive the new VCG equilibrium as opposed to VE whose execution time might exceed the 4 seconds. Therefore, VED auctions are ideal for repetitive allocation settings where they can take advantage of the previously found equilibrium for decreasing their execution time.

Figure 4.14: VED vs. English Auctions
competition among INCPs by providing feedback with respect to profit opportunities on different markets. Our evaluation verified Edge-MAP’s design capability of taking into account the inherent challenges of the LLA provisioning market we consider.
Chapter 5

Enabling LLAs in Fixed Connectivity Settings

5.1 Introduction

In this chapter, we investigate the emerging market of provisioning heavily stateful LLAs over the edge/fog infrastructure that consists of independent cloudlets. In our context, heavily stateful LLAs cannot be migrated to another cloudlet location due to the size of their runtime data, generated by their users, within a reasonable timeframe. In other words, we assume that heavily stateful LLAs cannot be suspended for serving another request without a user quitting her session. In the setting we consider, computation is available either at the edge or at the middle-tier locations of the network, in the form of cloudlets, and/or at distant clouds/data centres (Fig. 5.1). We argue that service provisioning over cloudlets is expected to take place in a decentralised and uncoordinated environment. Given that cloudlet resources are limited, the key challenge is to create a market that operates on a per-request basis for offering the finest possible resource allocation granularity. We aim to provide answers to the fundamental questions of: i) how should the cloudlet resources be allocated over time to different applications/services?, and ii) how much should a cloudlet charge an application, i.e., the application producer/creator?, for the case of heavily stateful LLAs. Here, we present a decentralised pricing mechanism that answers both questions, while addressing the challenges of dynamic service provisioning over the fog computing infrastructure. Note that, in the case of not heavily stateful LLAs, the Edge-MAP mechanism, described in Chapter 4, could be deployed since mobile connectivity conditions are considered more generic compared to the fixed ones.

Our starting point is the spot pricing mechanism [21], which creates an auction-based market for available cloud computing resources. Cloud providers determine their spot price at regular time intervals subject to their resources’ demand. Then, at each time-interval, the users’ requests that bid above the spot price are accepted while the rest of the users are suspended until the spot price falls below their bid. Clearly, the spot pricing distributed solution to the problem of allocating
cloud resources is suitable for tasks that can be disrupted; hence, spot pricing is unsuitable for LLA provisioning since interruption affects their QoS.

For this reason, we introduce FogSpot, a pricing mechanism that associates each cloudlet with a spot price for on-path, on-demand, distributed LLA provisioning. In FogSpot, cloudlets offer their resources in the form of Virtual Machines (VMs) via collocated markets. As LLA requests are forwarded towards a default execution location, they interact with on-path cloudlet markets. If the spot price of a market is below the gain the LLA will have if it is served, an available VM is allocated to serve the request; otherwise, the request is rejected and continues its journey towards the cloud. For example, in Fig. 5.1 the request of user 2 at first interacts with cloudlet 2 which rejects it; the request then continues its journey to cloudlet 4, that finally accepts it. On the other hand, the request of user 3 fails to get served by all cloudlets 1, 3 and 4, reaching its final execution location at the cloud. FogSpot addresses explicitly the heavily stateful requirement of seamless users’ engagement to LLA instances while setting the spot price of each cloudlet with the aim of maximising either its revenue or utilisation. To this end, the main technical contributions of this chapter are as follows:

1. We argue about the need for an on-path, on-request provisioning mechanism in the case of heavily stateful LLAs.

2. We introduce FogSpot, the first spot pricing mechanism for edge/fog computing resources, that guarantees end users’ requests truthfulness in the case of LLAs’ provisioning while focusing in maximising either each cloudlet’s revenue or resource utilisation.

3. We illustrate the merits of FogSpot via extensive simulations in simple topologies.
5.2 Design Rationale

The challenge here is the design of a market mechanism tailored to the provisioning of LLAs over an uncoordinated cloudlet infrastructure. Our design has to address explicitly the corresponding provisioning challenges of i) the cloudlets’ resource discovery, and ii) the cloudlets’ limited elasticity.

In our context, cloudlet resource discovery is defined as the process of finding appropriate computing resources for provisioning LLAs. Resource discovery over a set of geographically distributed clouds is a challenging task [74] that is closely associated with the process of resource monitoring [18], for taking full advantage of the cloud’s capability of allocating and releasing resources on-demand [219]. In the environment we envision, cloudlets points of presence are expected to exceed by far the number of clouds. Therefore, discovering and allocating resources, as a response to a continued monitoring process, would face scalability issues.

Given that LLA requests are forwarded in the network towards a distant Data Centre, we argue for both on-path and on-demand application provisioning. In particular, by applying on-path provisioning, there is no need for a centralised resource discovery process, since resources are discovered in real time. Furthermore, applications are not required to monitor the usage of their resources since the on-demand provisioning guarantees their full utilisation, i.e., each instance at any time point is utilised by a user. We argue that these design choices enable the most promising and incrementally deployable conditions for the problem of LLA provisioning we tackle, providing an uncoordinated and distributed solution similar to the content delivery via on-path caching [151].

In this chapter, we argue cloudlet pricing schemes should follow a pay-as-you-go structure in terms of application user engagement duration in order to promote the on-demand provisioning of applications. In other words, the LLA providers should be charged based on the time their users occupy a cloudlet instance (e.g., π dollars per 1 ms).

5.3 System Model

We consider a set $\mathcal{S} \triangleq \{1, 2, \ldots, S\}$ of LLAs and a set $\mathcal{D} \triangleq \{1, 2, \ldots, D\}$ of cloudlets. The engagement duration of an LLA $s \in \mathcal{S}$ has an exponential distribution with rate parameter $\mu_s$, where $1/\mu_s$ is its mean engagement time. We assume that each LLA can be provisioned at a distant cloud/data centre whose capacity is sufficient, in all cases, for serving the total number of LLA requests it receives. In particular, each LLA request is forwarded via a path from the access point of an end user to a default application cloud/data centre, $D_s \forall s \in \mathcal{S}$. Each path $p$ is considered as a distinct traffic class traversing a set of $\mathcal{D}_p$ cloudlets. Specifically, a class $p$ request of LLA $s$ experiences a QoS improvement $u_{d,p}$, in terms of network conditions, for each second that the end user remains engaged to an LLA instance at cloudlet $d \in \mathcal{D}_p$, as opposed to the default Data Centre $D_s$. We denote that set of request classes in the network by $\mathcal{P} \triangleq \{1, 2, \ldots, P\}$. Note that a cloudlet $d$ receives traffic from a set of classes, $\mathcal{P}_d$; that is, the gain of a request of LLA $s$ served at $d$ is class-specific. In our system, the LLA requests of each class are generated according to a Poisson process of rate $\lambda_{s,p}$ requests per
### System Model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{S}$</td>
<td>Set of LLAs.</td>
</tr>
<tr>
<td>$\mathcal{D}, \hat{\mathcal{D}}$</td>
<td>Set of cloudlets, default data centre of LLA s.</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>Exponential distribution engagement duration rate of application s.</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>Set of requests’ classes.</td>
</tr>
<tr>
<td>$\mathcal{D}_p$</td>
<td>Set of cloudlets serving class p.</td>
</tr>
<tr>
<td>$\mathcal{P}_d$</td>
<td>Set of requests’ classes arriving at cloudlet d.</td>
</tr>
<tr>
<td>$\lambda_s, \lambda_p$</td>
<td>Poisson process arrival rate of LLA s class’s p requests.</td>
</tr>
<tr>
<td>$a_{d,s}^p$</td>
<td>Per second QoS gain of LLA s at cloudlet d for class p, in terms of network condition.</td>
</tr>
<tr>
<td>$J_s(\cdot)$</td>
<td>Average aggregated utility of LLA s.</td>
</tr>
<tr>
<td>$\mathcal{Y}_{d,s}^p$</td>
<td>Request provisioning rate of LLA s class p at d.</td>
</tr>
<tr>
<td>$\mathcal{Y}_{s}^p$</td>
<td>Provisioning rate matrix of LLA s.</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Number of VMs at cloudlet d.</td>
</tr>
<tr>
<td>$\rho_{\text{thresh}}$</td>
<td>Target utilisation level of resources.</td>
</tr>
</tbody>
</table>

**FogSpot On-Demand Provisioning**

**FogSpot Spot Price Derivation Mechanism**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_d$</td>
<td>Spot price of cloudlet d.</td>
</tr>
<tr>
<td>$\mathcal{P}_d^s(\pi_d^s)$</td>
<td>Set of classes of LLA s with gain in being provisioned at price $\pi_d^s$ at cloudlet d.</td>
</tr>
<tr>
<td>$X_d(t)$</td>
<td>Arrival rate of LLA s at d during iteration t that can be provisioned.</td>
</tr>
<tr>
<td>$Y_d(t)$</td>
<td>Admitted request rate of LLA s by cloudlet d during iteration t.</td>
</tr>
</tbody>
</table>

### Table 5.1: FogSpot Notation

In our setting each request concerns the allocation of a single VM. Then, let the requests of LLA s of class p be admitted at cloudlet d according to a rate $y_{d,s}^p$; we define the **provisioning rate matrix** of LLA s, $y_s = (y_{d,s}^p : p \in \mathcal{P}, d \in \mathcal{D})$. Note that if $d \notin \mathcal{D}_p$ then $y_{d,s}^p = 0$ for all $s \in \mathcal{S}$. The admitted request rates of a class respect the generation Poisson process rate, i.e., class p cannot admit more than the generated requests:

$$\sum_{d \in \mathcal{D}_p} y_{d,s}^p \leq \lambda_s, \quad \forall s \in \mathcal{S}, \quad \forall p \in \mathcal{P}. \quad (5.1)$$

Note that constraint (5.1) implies that the default execution location of LLA s, $\hat{\mathcal{D}}_s$, admits requests according to a Poisson process of rate $\hat{\lambda}_s = \sum_{d \in \mathcal{D}_p} y_{d,s}^p$, if the admission rates $y_{d,s}^p$ also characterise a Poisson process. We use $J_s(y_s), \forall s \in \mathcal{S}$, to denote the utility of LLA s as a function of $y_s$ in terms of aggregated per second QoS gain expressed as:

$$J_s(y_s) = \frac{1}{\mu_s} \sum_{p \in \mathcal{P}, d \in \mathcal{D}_p} u_{d,p}^s y_{d,s}^p, \quad (5.2)$$

where $y_{d,s}^p/\mu_s$, is the average number of active class p request s sessions at cloudlet d $\in \mathcal{D}_p$, i.e., the average number of allocated VMs to class p of LLA s, by Little’s Law.

Let $C_d$ be the number of identical VMs, in terms of dedicated CPU, memory, and storage resources, that cloudlet d $\in \mathcal{D}$ can support.

1 The presented mechanism could be applied over different types of instances by referring immediately to the cloudlet resources, that are allocated in different amounts for different types of VMs.
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5.4.1 FogSpot: On-Demand Provisioning

An overview of the FogSpot on-demand provisioning scheme is depicted in Fig. 5.2, where we consider an end user request of LLA \( s \in S \) that arrives at the market of cloudlet \( d \in D \) (step a). The interaction of the request with each market is characterised by the following properties:

A1) The request is for a single VM.

A2) The request is associated with a bid, \( b_{s,p} \), that expresses its user’s class \( p \) willingness to pay for a VM for each engagement time-unit of the user to an LLA \( s \) instance.

A3) The request is not queued at the market, i.e., the request is either served or rejected immediately.

A4) The VM allocation time overhead has no impact on LLA’s QoS.

In more detail, let the spot price at cloudlet \( d \) be \( \pi_d \). Upon the arrival of a request for LLA \( s \), that is associated to a bid \( b_{s,p} \). The market operates according to the following rules:

R1 If there are not available VMs, reject the request.

R2 Else, if there are available VMs:

- If \( b_{s,p} \geq \pi_d \), a VM of cloudlet \( d \) is allocated to serve the request at price \( \pi_d \) for each time unit of user engagement.

- Else if \( b_{s,p} < \pi_d \), the request is rejected.

Assuming \( b_{s,p} \geq \pi_d \) and the existence of available VMs, the allocation is taking place and the cloudlet starts a timer for keeping track of user’s engagement duration (step b). After the session completion/application termination, the cloudlet informs the market about the engagement duration.
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(step c). Then, the market verifies the duration and converts it to a bill that equals the engagement duration times the agreed per time unit service price $\pi_d$ (step d). Finally, the bill is sent to the corresponding LLA provider which eventually pays the cloudlet provider for its service.

Next, we explain how bids $b_{s,p}$ for users’ LLA requests are derived $\forall s \in \mathcal{S}$ and $\forall p \in \mathcal{P}$. Let $u_{s,p}^d$ be the per time unit QoS gain of class $p$ LLA $s$ when served at cloudlet $d$, instead of its default cloud. Bidding truthfulness is defined in the following straightforward way:

**Definition 1.** A bid $b_{s,p}$ for class $p$ LLA $s$ provisioning at cloudlet $d$ is truthful iff $b_{s,p} := u_{s,p}^d$, where $u_{s,p}^d$ is the per time unit QoS gain of the requested LLA at $d$.

In other words, a bid is truthful when it equals the actual gain of the served application. Then, given a spot price for this market, i.e. $\pi_d$, the LLA $s$ utility rate from using the cloudlet $d$ is defined follows:

**Definition 2.** The utility rate of class $p$ LLA $s$ from bid $b_{s,p}$ and QoS gain $u_{s,p}^d$ is:

$$\text{utility rate} = \begin{cases} u_{s,p}^d - \pi_d, & \text{if } b_{s,p} \geq \pi_d, \\ 0, & \text{otherwise.} \end{cases}$$

**Proposition 1.** Under rules $R1$-$R2$, the request bids are truthful.

Proof. Let $b_{s,p}$ be the price of a buy order for a class $p$ application $s$ with $u_{s,p}^d$. We investigate the following possible cases:

- If $u_{s,p}^d \geq \pi_d$ then the bidder would win the item with a truthful bid as well as an overbid.
- If $b_{s,p} > \pi_d > u_{s,p}^d$, then overbidding would return a negative utility rate, as opposed to a truthful bid for which the utility rate is 0.
- If $\pi_d > u_{s,p}^d$ then the bidder would loose the item with a truthful bid as well as an underbid.
- If $u_{s,p}^d \geq \pi_d > b_{s,p}$ underbidding returns a utility rate equal to 0, as opposed to a truthful bid for which the utility rate is non-negative.

From the previous cases it is clear that truthful bidding is the dominant strategy.\[\square\]

Since the buy orders must be truthful for a rational user, the strategy of their deployment is straightforward, i.e., assigning a price $b_{s,p} = u_{s,p}^d$ to each request. Therefore, a request has to simply be associated to its involved QoS per time unit gain at a given cloudlet. This result contributes to the real time application provisioning since the end users do not have to know their per time unit gain with respect to each cloudlet in the network. Next, we focus on the derivation of cloudlets’ spot prices.

---

2The technical details of the explained process, related to the security, verification, etc., are beyond the scope of this Chapter although orthogonal to its contribution.
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5.4.2 FogSpot: Spot Price Derivation Mechanism

Next, we describe the FogSpot derivation of spot price for a given cloudlet. We start by analysing the queuing model we consider at each cloudlet, given the exponential arrival request rates and service times, before proceeding to the actual spot price derivation steps of FogSpot.

FogSpot Cloudlet Queueing Model

FogSpot on-demand provisioning treats each cloudlet $d$ as a First Come First Served (FCFS) Queueing system of $C_d$ identical parallel servers with zero size queues, since the requests are not queued. A cloudlet receives requests at exponential interarrival times with rate $\sum_{s \in S} \sum_{p \in P_d} y_{d,p}^{s}$, while the user engagement duration, i.e., the service of a request, has application specific exponential interarrival times of rate $\mu_s \forall s \in \mathcal{S}$. In other words, each cloudlet $d$ is a M/M/$C_d$/FCFS system, dictating the admitted provisioning rate for LLA $s$ at $d Y_{d}^{s} = \sum_{p \in P_d} y_{d,p}^{s}$, as we explain next.

Let $X_{d}^{s}$ be the arrival rate of LLA $s$ request that arrive at cloudlet $d$. The effective rate at which LLA $s$ can be provisioned, $Y_{d}^{s}$, equals:

$$Y_{d}^{s} = X_{d}^{s} \times P_d(\text{Cloudlet is not fully occupied})$$

$$= X_{d}^{s} \times \left(1 - P_d(\text{Cloudlet is fully occupied})\right)$$

$$= X_{d}^{s} \times \left(1 - P_d(n = C_d)\right),$$

(5.4)

Clearly, requests of LLA $s$ are rejected from cloudlet $d$ at rate $X_{d}^{s} - Y_{d}^{s}$ while the steady state probability of having all VMs occupied, $P_d(n = C_d)$, is:

$$P_d(n = C_d) = \frac{\rho^{C_d}}{C_d!} \sum_{n=0}^{C_d} \frac{\rho^n}{n!},$$

(5.5)

where parameter $\rho = \sum_{s \in S} X_{d}^{s} / \mu_s$ as described in [115]. Note that rate $Y_{d}^{s}$ characterises a Poisson process. Lastly, it can be shown that as we increase the number of VMs capacity at $d$, $C_d$, the $Y_{d}^{s} \to X_{d}^{s}$.

Spot Price Derivation Process

FogSpot relies on Dutch auctions for deriving the spot price of the instance. Next, we describe the steps of the spot price derivation for a single cloudlet $d$, $\pi_d$, assuming that the rest cloudlets in the network have already derived their own spot price. To begin with, we initialise spot price $\pi_d$ with a very high value $\pi_{\text{max}}$, i.e., a few times higher than any reasonable market price, so that $Y_{d}^{s}(t) = 0 \forall s \in \mathcal{S}$ at $t = 0$. Then, the steps followed are:

**Step 1:** Each LLA $s$ estimates the traffic that could be served for price $\pi_d$, $X_{d}^{s}(t)$. At first, it identifies the classes whose gain after the price deduction is positive when served at $d$, $\mathcal{P}_{d,s}(\pi_d) \subseteq \mathcal{P}_d$, defined as:

$$\mathcal{P}_{d,s}(\pi_d) = \left\{ p : d \in \mathcal{D}_p \text{ and } u_{d,p}^{s} > \pi_d^{s} \right\},$$

(5.6)
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Then:

\[ X^d_s(t) = \sum_{p \in \mathcal{P}_d, (d,s)} \left( \lambda_{s,p} - \sum_{d' \in \mathcal{P}_d, (d',s) > (d,s)} Y_s^{d'} \right). \tag{5.7} \]

where \( \sum_{d' \in \mathcal{P}_d, (d',s) > (d,s)} Y_s^{d'} \) is the request provisioning rate of LLA \( s \) over the cloudlets with a higher QoS with respect to class \( p \), i.e., the cloudlets that are deployed between the end users and cloudlet \( d \) along a path that defines class \( p \) and therefore are closer to the end users. The LLA \( s \) then submits value \( X^d_s(t) \) to cloudlet \( d \). Note that each cloudlet \( d \) does not require information related to the requests’ classes that serves for each LLA \( s \), since it is interested in the aggregated rate of each LLA \( s \), \( X^d_s(t) \).

**Step 2:** Cloudlet \( d \) estimates the provisioning request rate of LLA \( s \), \( Y^d_s(t) \), from (5.4). Note that the information about the cloudlet’s capacity in terms of VMs does not have to be shared with the LLA providers, who are only interested in the request provisioning rate of their service at \( d \).

**Step 3:** Cloudlet \( d \) applies one of the following termination criteria:

**Revenue maximisation (RevM):** The Dutch auction terminates if \( \pi^d_s = 0 \). Then, the spot price is set based on the candidate price that maximises the revenue of cloudlet \( d \):

\[ t^* = \arg \max_t \left( \pi^d_s \times \sum_{p \in \mathcal{P}_d} Y_s^d(t) \frac{1}{\mu_p} \right). \tag{5.8} \]

Then \( \pi_d = \pi^d_s \) and \( Y^d_s = Y^d_s(t^*) \) for each \( s \in \mathcal{S} \).

**Social welfare maximisation (SWM):** The Dutch auction terminates either when the provisioning requests cover cloudlet’s capacity, i.e., \( |\sum_{p \in \mathcal{P}_d} Y_s^d(t) / \mu_p - \rho_{\text{th}} \cdot C_d| \leq \epsilon \), or when \( \pi^d_s = 0 \). In both cases SWM policy serves the highest possible volume of LLA requests. The spot price is set to \( \pi_d = \pi^d_s \) while the accepted request rates are set to \( Y_s^d = Y_s^d(t^*) \) for each \( s \in \mathcal{S} \). \[3\]

**Step 4:** Cloudlet \( d \) decreases spot price by \( \Delta \pi \) according to the Dutch auctions, i.e., \( \pi^d_s^{t+1} = \pi^d_s - \Delta \pi \), and proceeds time \( t = t + 1 \). \[4\]

**Addressing Truthfulness Concerns**

Assume that LLA \( s \) is untruthful in the provisioning request rate that declares at cloudlet \( d \), \( \hat{X}^d_s \) instead of \( X^d_s \). Then, if \( \hat{X}^d_s > X^d_s \) cloudlet \( d \) will eventually detect this false declaration by monitoring the under-utilisation of its resources by LLA \( s \). Similarly, if LLA \( s \) declares a \( \hat{X}^d_s < X^d_s \), the derived spot price at \( d \) will be reduced from the actual price \( \pi_d \) to \( \tilde{\pi}_d \), i.e., \( \tilde{\pi}_d < \pi_d \), which means that the actual admitted requests will be higher than the expected ones. Then, cloudlet \( d \) will again be able to detect the untruthful bidding by monitoring the over-utilisation of its resources by LLA \( s \).

Especially when cloudlet \( d \) applies a SWM approach, a price \( \hat{\pi}_d < \pi_d \) increases the competition for resources and LLA \( s \) will have less chances in finding available VMs at \( d \) since the cloudlet utilises its resources completely.

---

3 Note that, \( \rho_{\text{th}} \) serves the purpose of achieving a spot price higher than 0, since from Eq. 5.4 we see that the utilisation of the system can never be 100%.

4 \( \Delta \pi \) can be chosen in a way that \( \pi^d_s \geq 0 \).
Spot Price Derivation Frequency
The spot price derivation process is designed to take place in an uncoordinated way. A centralised approach would be practically infeasible due to the synchronisation overhead among the numerous cloudlets’ Points-of-Presence. That is, we assume that in FogSpot each cloudlet triggers the spot price derivation mechanism periodically, i.e., every $\Delta_d$ seconds.

5.5 FogSpot Game Theoretic Analysis
In this section, we analyse the uncoordinated price derivation performance of FogSpot mechanism from a game theoretic perspective.

5.5.1 Cloudlet Spot Pricing as a Game
We consider each cloudlet $d$ as a player whose action is related to the spot price selection over a set of prices $\Pi_d = (u_d^s : \forall s \in S, \forall p \in \mathcal{P}_d)$. We associate each cloudlet $d$ to a payoff function $R_d(\pi)$ mapping $\Pi_1 \times \Pi_2 \times \ldots \times \Pi_D$ to a real value, where the elements of $\Pi_1 \times \Pi_2 \times \ldots \times \Pi_D$ are referred as action combinations or states. That is, pure Nash equilibrium is defined as a state $\pi = (\pi_1, ..., \pi_D)$ such that, for each cloudlet $d$, there is no action that can increase its payoff, i.e., $R_d(\pi_1, ..., \pi_d', ..., \pi_D) \geq R_d(\pi_1, ..., \pi_d, ..., \pi_D)$ for any $\pi_d' \in \Pi_d$.

Consider a directed graph $G = (\Pi, E)$ which nodes consist of the states in $\Pi = \Pi_1 \times \Pi_2 \times \ldots \times \Pi_D$ space and edges $E$ connect only states that differ by a single component causing an improvement to the corresponding player’s payoff function, i.e., there is an edge $(\pi, \pi')$ iff states $\pi = (\pi_1, ..., \pi_d, ..., \pi_D)$ and $\pi' = (\pi_1, ..., \pi'_d, ..., \pi_D)$ differ only in component $\pi'_d$ and $R_d(\pi') > R_d(\pi)$. From [158], we know that if the graph is acyclic then the Nash dynamics converge to a pure Nash equilibrium (the sinks of the graph), leading us to the proposition presented in [76]:

**Proposition 2.** If the Nash dynamics converges, then there is a pure Nash equilibrium.

Next, we investigate the settings under which FogSpot derives a pure Nash equilibrium to the game of cloudlet pricing for stable demand conditions, i.e., $\lambda_s, p$ remains stable for each $p \in \mathcal{P}$ and $s \in S$. Nash equilibrium indicates that FogSpot derives a stable solution in an uncoordinated way which also assures the maximum possible spot price at each cloudlet.

5.5.2 FogSpot Nash Equilibrium Derivation of SWM Policy
Let $Y_s^d(\pi)$ be the provisioning rate of service $s$ at cloudlet $d$ when the state of spot prices is $\pi$. The payoff function of SWM policy in FogSpot is:

$$
R_{SWM}^d(\pi) = \begin{cases} 
1.0, & \text{if } |\sum_{s \in S} Y_s^d(\pi)/\mu_s - \rho_{\text{three}} C_d| \leq \varepsilon \\
0.0, & \text{or } \pi_d = 0, \\
0.0, & \text{otherwise.}
\end{cases}
$$

(5.9)

Note that as $\pi_d$ decreases, $\sum_{s \in S} Y_s^d(\pi)/\mu_s$ increases.
Theorem 1. The FogSpot mechanism converges to a pure Nash equilibrium with the highest possible payoff in the spot pricing game, when the SWM policy is applied.

Proof. Let the current state of spot prices be \( \pi = (\pi_1, \ldots, \pi_D) \) and cloudlet \( d \) is the next that triggers the spot price derivation mechanism. Then we know that the new spot price of cloudlet \( d \), \( \pi'_d \), which is derived by the SWM policy, will be either i) \( \pi'_d < \pi_d \) such that \( R^{\text{SWM}}_d(\pi') > R^{\text{SWM}}_d(\pi) \) in case that \( |\sum_{s \in \mathcal{S}Y^d_s(\pi)} / \mu_s - \rho_{\text{thresh}}C_d| > \varepsilon \), or otherwise ii) \( \pi'_d = \pi_d \) and therefore state \( \pi' = \pi \).

Clearly, FogSpot uncoordinated execution of SWM policy forms a directed graph whose nodes cover the states existing in space \( \Pi \). SWM policy starts from state \( \pi_{\text{init}} = (\pi_1 = \pi_{\text{max}}, \ldots, \pi_D = \pi_{\text{max}}) \), i.e., \( Y^d_s(\pi_{\text{init}}) = 0 \) for all \( d \in \mathcal{D} \) and \( s \in \mathcal{S} \). After that, the execution of the mechanism by a cloudlet \( d \) leads to a new state \( \pi = (\pi_1 = \pi_{\text{max}}, \ldots, \pi_d = \pi_{\text{max}}, \ldots, \pi_D = \pi_{\text{max}}) \) where \( \pi_d < \pi_{\text{max}} \) and \( R^{\text{SWM}}_d(\pi) > R^{\text{SWM}}_d(\pi_{\text{init}}) \). In general, edges in SWM policy graph connect only states that differ by a single price that is always decreased, causing an improvement to the payoff function of the corresponding cloudlet. Clearly, this graph is acyclic since under no circumstances a price is increased and therefore the Nash dynamics converge to a pure Nash equilibrium achieved by the SWM policy. Furthermore, each cloudlet derives the maximum possible spot price for which its utilisation criteria are satisfied, i.e., \( Y^d_s(\pi_{\text{init}}) = 0 \) for all \( d \in \mathcal{D} \).

5.5.3 FogSpot Nash Equilibrium Derivation in Hierarchical Fog Topologies

Next, we focus on the RevM policy whose payoff function is:

\[
R^{\text{RevM}}_d(\pi) = \pi_d \sum_{s \in \mathcal{S}} Y^d_s(\pi) / \mu_s.
\] (5.10)

Unfortunately, there are no guarantees that, given a state \( \pi \), the execution of the RevM policy will either decrease or increase its price.

Hence, we focus on the special case of fog topologies where cloudlets are deployed in a hierarchical way defined as:

Definition 3. Two cloudlets are associated with a hierarchical relationship if the actions of the first do not affect the payoff of the second.

In other words, a cloudlet \( d \) is hierarchically lower than a cloudlet \( d' \) if there is no class and LLA such that \( u^d_{s,p} > u^{d'}_{s,p} \) while the relationship \( u^d_{s,p} < u^{d'}_{s,p} \) is true for at least one class and LLA. In a sense, cloudlet \( d' \) is located closer to an end user meaning that by setting its spot price it determines the rate of LLA requests that serves; consequently, affecting the rate that requests left to get forwarded towards cloudlet \( d \).

Two cloudlets can also be characterised by an uncorrelation relationship defined as:

Definition 4. Two cloudlets are considered uncorrelated if their actions do not affect the payoff of each other.
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In detail, a cloudlet \( d \) is uncorrelated to a cloudlet \( d' \) if there is no class for any LLA that traverses both of them, i.e., \( \mathcal{P}_d \cap \mathcal{P}_{d'} = \{\emptyset\} \). Hence, the rates of provisioning each LLA to one of the two cloudlets, do not affect the provisioning rates at the other.

Definition 5. A fog infrastructure is considered hierarchical if all the deployed cloudlets are associated either by a hierarchical or uncorrelated relationship.

Theorem 2. The FogSpot mechanism converges to a pure Nash equilibrium with the highest possible payoff, in the spot pricing game, when the RevM policy is applied in hierarchical fog topologies.

Proof. Let the current state of spot prices be \( \pi = (\pi_1, \ldots, \pi_D) \) and cloudlet \( d \) be the next that will apply the RevM policy. Without loss of generality, assume that cloudlet indexing imply the hierarchy in the topology, i.e., only cloudlets 1 to \( d - 1 \) have a hierarchical relationship with cloudlet \( d \), meaning that their spot price affects the payoff of \( d \). Then, if \( d = 1 \) the first execution of RevM policy by cloudlet will derive its optimal price \( \pi_1^* \) that is not affected by any other possible spot price in the fog, i.e., \( \mathcal{R}_{d}^{\text{RevM}}(\pi_1, \ldots, \pi_D) \geq \mathcal{R}_{1}^{\text{RevM}}(\pi) \) for all \( \pi \in \Pi \). In general, if prices \( \pi_1 \) to \( \pi_{d-1} \) are optimal, for \( d > 1 \), then the newly derived price of \( d \), \( \pi_d^* \), is optimal in the sense that maximises its expected revenue since cloudlets 1 to \( d - 1 \) will not change their price in the future, i.e., \( \mathcal{R}_{d}^{\text{RevM}}(\pi_1^*, \ldots, \pi_d^*, \ldots, \pi_D) \geq \mathcal{R}_{d'}^{\text{RevM}}(\pi) \) for each \( d' \in [1, 2, \ldots, d] \) and all \( \pi \in \Pi \).

5.6 FogSpot Performance Evaluation

In this section, we demonstrate the performance of FogSpot in terms of average QoS gain, cloudlets’ revenue, and cloudlets’ idle time percentage. At first, we present a toy example of a single cloudlet and LLA with 10 classes, i.e., 10 different QoS gain values, in order to shed light into the basic comparison between the SWM and RevM approaches. We analytically investigate the classes served by SWM and RevM under positive, negative, and no correlation between the QoS gain of a class and its demand. That is, we identify the LLA demand conditions that differentiate the RevM performance from the SWM one. In the second part of the evaluation, we focus on a small tree topology of 7 cloudlets placed over 3 latency levels. Then, we compare FogSpot against other approaches, namely Least-Frequently-Used (LFU), Self-Tuning, and Static provisioning, when applied over a small tree topology for an increasing number of VMs per cloudlet. In that way, we depict FogSpot’s advantages against other approaches from the literature, which could be directly applicable in the setting of our problem, for different cloudlet serving capabilities. That is, the presented results of this section provide an adequate evaluation of FogSpot i) by capturing SWM and RevM behaviour under different demand conditions as well as cloudlet serving capabilities, and ii) by comparing against other candidate provisioning management approaches. We implement FogSpot and the baseline approaches by extending ICARUS caching simulator for application provisioning problems [161].
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5.6.1 FogSpot Toy Example

Here, we present a simple example that demonstrates the fundamental behaviour of FogSpot. In particular, we consider a setting of a single cloudlet, *i.e.*, Cloudlet 1, and a single LLA whose requests fall into 10 classes, as depicted in Fig. 5.3. For the purpose of illustration, we associate class 10 to a QoS gain when provisioned at cloudlet 1 equal to 100, while the rest classes select a random QoS gain in the interval [30,100). That is, the QoS gains of LLA classes are \{37.15, 41.55, 47.03, 53.3, 60.25, 67.87, 76.15 85.11, 94.83, 100.0\}. Lastly, we set the average engagement time of a user equal to 60 sec while the rate of arriving requests from all classes equal to 1, *i.e.*, 

\[
\sum_{p \in \{1,2,\ldots,10\}} \lambda_{s,p} = 1.
\]

**QoS Gain-Demand Correlation Experiments**

We assign a capacity of 20 VMs to Cloudlet 1 and we demonstrate the behaviour of FogSpot in the following scenarios:

- **Positive correlation of arriving requests and QoS gain**, where the most popular class is Class 10, the second most popular is Class 9, *etc.*

- **Negative correlation of arriving requests and QoS gain**, where the most popular class is Class 1, the second most popular is Class 2, *etc.*

- **Uncorrelated arriving requests and QoS gain**, *i.e.*, a request has an equal probability of falling into any Class.

The requests correlation is expressed via a Zipf distribution of exponent 0.8 that categorises each request to one of the 10 classes by assigning its highest probability to Class 10 (Class 1) in the case
of the positive (negative) correlation.

In Fig. 5.4, we plot the spot price achieved (in X $ per QoS gain unit) by FogSpot for the 3 demand correlation scenarios. The RevM policy derives identical prices to the SWM policy for the case of positive correlation since the requests of classes 9 and 10 are sufficient for utilising the cloudlet resources, i.e., the spot price is set equal to the QoS gain of class 9. That said, the RevM policy in the cases of uncorrelated and negatively correlated demand has the opportunity of trading resource utilisation for increasing the cloudlet revenue. In particular, in the advent of negative correlation (not correlation), the RevM policy sets a spot price that serves classes 5 to 10 (8 to 9) while SWM focuses on achieving a satisfying utilisation of the available VMs by accepting to also serve classes 3 and 4 (classes 5, 6, and 7).

The tradeoff between resource utilisation and revenue increase is depicted in Figs. 5.5 and 5.6. In Fig. 5.5, the percentage of time a VM remains idle in RevM policy is 3 times (5 times) more than the corresponding SWM idle time of 8% (5%) for the case of negative correlation (no correlation). However, the idle percentage time in all cases and policies remains higher for the baseline approach that serves all classes, i.e., the spot price equals 0, according to a FCFS policy. Lastly, the idle percentage time overhead of the RevM policy comes with the merits of a higher revenue as we see in Fig. 5.6.

Cloudlet Capacity Impact Experiments

Next, we focus on the case of uncorrelated arriving requests, i.e., equal probability of request arrival for each class, and we illustrate FogSpot performance as we increase the number of VMs at cloudlet 1 of the toy example topology. Figures 5.7 and 5.8 show the impact of VMs number on the spot price and the effective rate of SWM and RevM policies. Clearly, the effective/admitted rate of SWM policy is strictly higher than that of RevM since in RevM each cloudlet trades its utilisation

---

Footnote: Without loss of generality, we assume a linear relation between prices and QoS gains.
5.6. FogSpot Performance Evaluation

Figure 5.7: Toy Example, SWM policy: Spot Price vs. Effective Rate for an increasing number of VMs

Figure 5.8: Toy Example, RevM policy: Spot Price vs. Effective Rate for an increasing number of VMs.

Figure 5.9: Toy Example, Revenue for different number of VMs.

of resources for a greater spot price that leads to a higher revenue as we see in Fig. 5.9.

5.6.2 Small Tree Topology
Consider the setting of Fig. 5.10 that depicts a small binary tree of three layers of seven cloudlets that create a round-trip-time to the cloud equal to 300 ms. We consider again the 10 LLA categories created according to the process described in section 4.4.1, but this time by setting the maximum latency equal to 300 ms. Similarly to the Edge-MAP evaluation, we compare FogSpot against a static, and a self-tuning approach. Furthermore, we also consider a Least-Frequently-Used (LFU) approach where the VMs of each cloudlet are allocated proportionally to each LLA’s category popularity, that is monitored in time intervals of 10 minutes. The charging mechanism for these approaches also follow a spot price pay-as-you-go model in order to provide them the advantages of the FogSpot design, as apposed to charging them for the total period of utilising the resources. Specifically, the spot price is set to be equal to the QoS gain of the lowest LLA class served at a cloudlet. For simplicity, we assume that the average engagement of a user on average lasts for 1 minute. Lastly, at each leaf node, we generate one request per second according to a uniform probabilistic model, i.e.,
5.6. FogSpot Performance Evaluation

In this experiment, we increase the number of VMs that are supported by each cloudlet of the small tree topology. In Figures 5.11-5.13 we plot the main results of per-cloudlet VMs number increase in terms of QoS gain, Revenue, and Idle Time percentage. In particular, Fig. 5.11 depicts the QoS gain comparison of the described approaches. Clearly, the QoS gain increases function of VMs for all approaches, i.e., the more VMs the better, with FogSpot SWM and RevM consistently be in better than the others by approximately more than 10%. Self-tuning approach is coming after, followed by Static provisioning which interestingly outperforms LFU. The reason is, that under the probabilistic requests’ generation assumption, it is better to statically assign VMs according to their generation distribution instead of attempting to host the currently most popular LLAs, in terms of requests, as LFU does.
Furthermore, SWM and RevM FogSpot policies have identical performance for up to the point of 30 VMs per cloudlet. After that, RevM starts trading Idle Time for increasing its revenue (Fig. 5.12) as opposed to SWM that aims the full utilisation of its resources, i.e., the minimum possible idle time percentage (Fig. 5.13). In particular, RevM continues increasing its revenue, in terms of X$, while the revenue of SWM expectedly decreases. Specifically, for 70 VMs, the RevM has a revenue $4 \times$ higher than the other approaches. Regarding the other approaches, Static and LFU present the lowest revenues, since they do not consider the QoS gain for their LLA provisioning, while Self-tuning and LFU demonstrate the highest Idle Times, due to their reactive provisioning nature that does not take into account the requests’ generation distribution.

A more detailed picture of how the idle time is propagated to the higher levels of the topology is depicted in Fig. 5.14. Each level has similar idle time for up to 35 VMs for both SWM and RevM. After that, in the RevM approach, the idle time starts increasing at Level 2, i.e., leaf nodes, affecting
the higher levels of the tree which in comparison to the SWM approach present lower idle times, since more requests are rejected from Level 2 in RevM and get forwarded towards the cloud.

5.7 Conclusions

In this chapter we proposed FogSpot as an on-path, on-demand market based provisioning mechanism. FogSpot associates each cloudlet to a spot price that either targets to maximise the cloudlet’s resource utilisation or revenue. After that, requests forwarded to the network interact with cloudlets’ spot prices in a way that if their gain, in terms of QoS improvement, exceeds the spot price they provision an application’s instance. FogSpot takes explicitly into account the provisioning of heavily stateful applications which once instantiated cannot be suspended in order to get migrated to another cloudlet location within a reasonable timeframe. Our game-theoretic analysis showed that FogSpot can derive the optimal spot prices in uncoordinated settings in hierarchical topologies. FogSpot advantages were demonstrated against a variety of proactive and reactive provisioning techniques over simple topologies.
Chapter 6

Enabling Complementary VNFs for LLAs

6.1 Introduction

Network functions inspect, filter, convert, and generally operate on applications’ traffic for improving their security and performance [51]. Network functions typically come in the form of purpose-built intermediary hardware, i.e., middleboxes, customised to perform specific tasks/functions for other purposes than packet forwarding. Service Function Chaining (SFC) refers to the process of steering a flow through a sequence of middleboxes that a flow has to traverse in the network before reaching its destination. That said, the process of steering flows through different network functions typically deviates the flows from their shortest path. In other words, SFC has a negative impact on the physical latency separating the client-server components, nullifying the QoS merits of LLAs’ deployment over INCRs. Ideally, middleboxes should follow the dynamism of LLA instances over the INCRs; however, such an approach is infeasible due to the cost of middleboxes’ purchasing [166] as well as the fact that middleboxes once setup cannot alter their structure (e.g., topology) and functionality (e.g., morph from one service to another).

Network Function Virtualisation (NFV) [56] has been proposed to increase the flexibility in network functions’ usage, evolving middlebox architectures to virtual that can be deployed on top of commercial-off-the-shelf (COTS) hardware, i.e., NFV nodes. NFV promises to improve the performance as well as the efficiency of network functions since both the structure and the (service) functionality of NFV nodes can be adjusted dynamically in response to network functions’ demand. So far, research efforts have been focused on exploiting NFV in the context of data centres, for reducing capital and operational expenditures [208] of data centre providers, with some works even suggesting the offloading and virtualisation of ISPs’ network functions to the cloud [174]. Nevertheless, in order to take advantage of NFV in complementing LLAs smooth operation, we have to consider INCRs capable of supporting virtual network functions, that we refer here as NFV nodes. In this chapter, we argue for the necessity of an algorithmic framework that incentivises third-party NFV nodes to jointly manage their Network Functions Instances (NFIs), in terms of instantiation/consolidation of virtual network functions, and take flow steering decisions in arbitrary network topologies, defined
by the location of NFV nodes.

Specifically, we propose a semi-DistRibutEd resource management framework for NFV based service function CHaining (DRENCH). DRENCH operates in the context of a regulated market that periodically associates each NFI to a price that is indicative of its workload. Then, based on the market assigned prices, the NFV nodes compete against each other by instantiating (consolidating) lucrative (unprofitable) NFIs in an effort of maximising their income. In addition to NFIs’ instantiation/consolidation, each NFV node is also responsible for taking flow steering and redirection decisions when a flow requires additional network functions. We realise DRENCH in the context of SDN-NFV [129] architectures by defining a market environment of NFV nodes where the SDN controller acts as the market orchestrator/regulator among the participating NFV nodes. In DRENCH, the market orchestrator is setting the control parameters of i) minimum/maximum NFIs’ price and ii) off-path penalty factor. The minimum NFI price defines a lower bound for consolidating NFIs whose prices are below the minimum one. Similarly, a maximum NFI price defines a threshold for estimating the additional number of NFI required to keep the price of an instance below this upper bound. Since NFIs’ prices are representative of their workload, the minimum (maximum) NFIs’ price indicates the thresholds below (above) which an NFI is considered being under-utilised (over-utilised), thereby controlling the number of active NFIs. On the other hand, the off-path penalty factor controls the path-stretch of a flow in the context of SFC, thereby penalising the choice of NFIs that force the flow to deviate from its shortest path towards the destination. Considering Flow Completion Time (FCT) as an index of flow performance, DRENCH minimum/maximum NFI price (off-path penalty factor) defines the tradeoff between under-utilised/over-utilised instances (flow path stretch) and FCT.

The main technical contributions of this Chapter involve:

- A computationally feasible NFV management approach: in DRENCH, resource management decisions are taken locally by NFV nodes while the market orchestrator solves lightweight problems, addressing a complex problem in a computationally feasible way with respect to i) path-stretch, ii) number of active NFIs per service, iii) load on each NFI and iv) flow completion time.

- A decoupled NFV resource management framework for incentivising third-party NFV nodes: in DRENCH, NFV nodes do not have to be owned by the same entity, as in other typical management approaches, contributing to the incremental adaptation of NFV in arbitrary network topologies for supporting LLAs.

- Large scale evaluations: We compared DRENCH in a simulation environment consisting of a Rocketfuel topology (87 switches) to a custom centralised approach: SIMPLE [153] on top of a E2 SDN framework [142].
6.2 Design Overview

6.2.1 Desired Properties

DRENCH is an in-network, congestion-aware, load balancing algorithmic framework that handles SFCs and dynamic NFIs in arbitrary network topologies. In designing DRENCH, we focus on providing the following key properties:

**P1 Efficiency:** As an NFI placement mechanism, DRENCH should neither under-utilise nor over-utilise the available computing resources of NFV nodes.

**P2 Cost awareness:** DRENCH should instantiate the minimum NFIs that meet the requirements of flows’ SFCs at any point in time, and balance the utilisation among different NFIs.

**P3 Fine-grained flow handling:** DRENCH must meet each flows’ SFC requirements, in terms of end-to-end latency and minimum throughput.

**P4 Responsiveness:** DRENCH should react to SFC traffic demand fluctuations, especially when traffic is volatile and bursty [109, 102] for arbitrary network topologies in order to support the dynamism of LLA deployment.

**P5 Incremental deployability:** DRENCH should require the minimum possible modifications in terms of protocols and network infrastructure. It should also be applicable to any of the existing SDN architectures [142, 88, 206] with minimal changes. Furthermore, it should be possible to directly apply DRENCH to a subset of available switches and/or incoming traffic when necessary.

6.2.2 DRENCH Solution Overview

The presented framework is designed to leverage the benefits of centralised as well as distributed networking paradigms. We use a **centralised approach**, *i.e.*, an SDN controller, to perform tasks with less computational load, but those that need to be carried out in a coordinated fashion across multiple nodes. These tasks include the: *i)* gather, compute and disseminate NFI load information periodically to all the decision making entities, *i.e.*, NFV nodes, and *ii)* set up paths towards instances and egress nodes in case they do not already exist. In addition, the SDN controller is used to decide which services are applicable to a flow (based on policies and/or flow characteristics). That is, the existence of a centralised controller reduces the complexity of the controller and also overcomes the issues faced by a purely distributed approach, where the decision making entities might not have up to date information, thereby degrading their performance. On the other hand, a **distributed approach** is used for decision making at individual NFV nodes. Based on the information provided by the controller, each node independently decides to *i)* steer flows towards the next required service; *ii)* redirect flows to the least loaded instance; and *iii)* instantiate/terminate NFIs in order to adapt to traffic demand. The high-level operation of the proposed mechanism is shown in Fig. 6.1.
6.3 DRENCH Components

DRENCH consists of the following components:

- **Market Orchestrator**: It associates every NFI and link resource to a shadow price (i.e., cost) produced by utilising global information available at the controller. The orchestrator regulates the market by allowing the existence of instances above a certain minimum price.

- **Flow Steering and Redirection**: This component steers each flow through a valid sequence of NFIs (according to its SFC) determined by the SDN controller. Flow steering and redirection takes into account the flow steering latency as well as the NFIs’ and links’ utilisation.

- **NFI Instantiation/Consolidation**: This component instantiates and consolidates NFIs in a distributed way through market competition between NFV nodes.

Below, we describe each of these components in detail.

### 6.3.1 Market Orchestrator

DRENCH, as any market-based approach, requires the association of each network resource (commodity), in terms of NFIs and link bandwidth, to an offered price, which is imposed on a given set of incoming flows (demand) that utilise this resource. In particular, when the quantity of demanded resources equals the quantity supplied for a set of prices, we refer to them as market-clearing prices. DRENCH market-clearing prices should (A1) be representative of each NFI’s workload, (A2) be derived in the shortest possible time, and (A3) not require additional in-network signalling given the existence of an SDN controller [111, 26]. Every price derivation violating requirements (A2) and (A3) would be in stark contrast with DRENCH desired properties wrt responsiveness (P4) and incremental deployability (P5), respectively.

DRENCH deploys a Market Orchestrator/Regulator component, which by simply exploiting the already available at the SDN controller information about the path of each flow, efficiently derives the market-clearing prices while complying to requirements (A1)-(A3). Inspired by [113], where the authors formulate a Network Utility Maximisation problem (NUM) based on market principles to allocate bandwidth resources to a set of flows, we extend their model to include NFI computational resources. We achieve this by solving the Extended Network Utility Maximisation problem (ENUM) at the Market Orchestrator as we describe next.
6.3. DRENCH Components

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{G} )</td>
<td>Network topology</td>
</tr>
<tr>
<td>( \mathcal{V} )</td>
<td>Set of switches</td>
</tr>
<tr>
<td>( \mathcal{E} )</td>
<td>Set of links</td>
</tr>
<tr>
<td>( \mathcal{H} )</td>
<td>Set of NFV Nodes</td>
</tr>
<tr>
<td>( \mathcal{F} )</td>
<td>Set of flows</td>
</tr>
<tr>
<td>( \mathcal{S} )</td>
<td>Set of services</td>
</tr>
<tr>
<td>( \mathcal{H}_s )</td>
<td>Set of NFV nodes executing service ( s )</td>
</tr>
<tr>
<td>( x_f, x^*_f )</td>
<td>Rate and optimal rate of flow ( f )</td>
</tr>
<tr>
<td>( U_f(x_f) )</td>
<td>Utility function of flow ( f )</td>
</tr>
<tr>
<td>( b_e )</td>
<td>Bandwidth capacity of link ( e )</td>
</tr>
<tr>
<td>( a_{e,f} )</td>
<td>Coefficient = 1, if flow ( f ) traverses link ( e )</td>
</tr>
<tr>
<td>( b^h_i )</td>
<td>Computational resources of NFI ( s ) at ( h )</td>
</tr>
<tr>
<td>( d_{e} )</td>
<td>Computational power Required by a NFI of ( s ) for processing a single bit of traffic</td>
</tr>
<tr>
<td>( d^h_{e,f} )</td>
<td>Coefficient = ( d_{e} ) if ( f ) is processed by NFI ( s ) at ( h )</td>
</tr>
<tr>
<td>( w_f )</td>
<td>Weight of flow ( f )</td>
</tr>
<tr>
<td>( \lambda^h )</td>
<td>Service cost of NFI ( s ) at NFV node ( h )</td>
</tr>
<tr>
<td>( \lambda, \bar{\lambda} )</td>
<td>Minimum and Maximum shadow prices, defining the efficiency of an instance</td>
</tr>
<tr>
<td>( p_{v_i,v_j} )</td>
<td>Shortest path from switch ( v_i ) to switch ( v_j )</td>
</tr>
<tr>
<td>( \mu_{v_i,v_j} )</td>
<td>Communication cost from switch ( v_i ) to switch ( v_j )</td>
</tr>
<tr>
<td>( \mathcal{C}_{v_i,h}(s) )</td>
<td>Communication and service cost from switch ( v_i ) to a NFI executing service ( s ) at NFV node ( h )</td>
</tr>
<tr>
<td>(</td>
<td>p_{v_i,v_j}</td>
</tr>
<tr>
<td>( \Delta p^h_{v_i,h} )</td>
<td>Shortest path deviation overhead</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Off Path penalty factor</td>
</tr>
<tr>
<td>( \hat{\mathcal{C}}_{v_i,h}(s) )</td>
<td>Estimated ( \mathcal{C}_{v_i,h}(s) ) cost of flow ( f ) including ( \rho )</td>
</tr>
<tr>
<td>( \theta_{id} )</td>
<td>Redirection threshold</td>
</tr>
<tr>
<td>( P_h )</td>
<td>Profit of NFV ( h ) in terms of shadow prices</td>
</tr>
<tr>
<td>( \tilde{\lambda}<em>{\text{on}}, \tilde{\lambda}</em>{\text{off}}, \tilde{\lambda} )</td>
<td>On-/Off- path and expected competitive price</td>
</tr>
</tbody>
</table>

Table 6.1: DRENCH Notation
NFV nodes, \( \mathcal{H} \), is placed at a subset of switches \( \mathcal{H} \subseteq \mathcal{V} \). Then, given a set of NFIs executing a set of \( \mathcal{F} \) services and a set of \( \mathcal{F} \) flows, we associate each link, \( \forall \epsilon \in \mathcal{E} \), with a bandwidth capacity, \( b_\epsilon \), and each NFI \( s \) at NFV node \( h \) with \( b^h_s \) computational resources, in order to form the ENUM problem that maximises the total utility of the system. Similar to NUM, we associate each flow rate, \( x_f \geq 0 \), with a utility that is a weighted logarithmic function, \( U_f(x_f) = w_f \log(x_f) \), of weight \( w_f \), capturing a decreasing marginal gain as the flow rate increases (i.e., rate changes at low rate flows have a greater impact on their utility). In turn, we maximise the total system utility, \( \sum_{f \in \mathcal{F}} U_f(x_f) \), subject to link capacity constraints, \( \sum_{f \in \mathcal{F}} a_{\epsilon,f} x_f \leq b_\epsilon, \forall \epsilon \in \mathcal{E} \), and computational resource constraints, \( \sum_{f \in \mathcal{F}} d^h_s x_f \leq b^h_s, \forall s \in \mathcal{F}, \forall h \in \mathcal{H} \); where \( a_{\epsilon,f} \) is a coefficient equal to 1 if flow \( f \) traverses link \( \epsilon \) and 0 otherwise, while \( d^h_s \) equals the computational power required by service \( s \) for processing a single bit of traffic, \( d_s \), if \( f \) is executed at NFI \( s \) of NFV node \( h \), and 0 otherwise. Parameters \( a_{\epsilon,f} \) and \( d^h_s \) describe the path of each flow and therefore they are known to the SDN controller which provides them to the Market Orchestrator.

Since the objective function is differentiable and strictly concave, while the feasible region of the constraints is compact, the optimal rates \( x^*_f \forall f \in \mathcal{F} \) exist, are unique, and can be found efficiently by Lagrangian methods. Based on [113], it can be shown that the dual problem of the ENUM is:

\[
\begin{align*}
\text{maximise} & \quad \sum_{f \in \mathcal{F}} w_f \log \left( \sum_{\epsilon \in \mathcal{E}} \mu_\epsilon a_{\epsilon,f} + \sum_{h \in \mathcal{H}} \sum_{s \in \mathcal{F}} \lambda^h_s d^h_s \right) \\
\text{subject to} & \quad \mu_\epsilon \geq 0, \forall \epsilon \in \mathcal{E}, \\
& \quad \lambda^h_s \geq 0, \forall s \in \mathcal{F}, \forall h \in \mathcal{H},
\end{align*}
\]

(6.1)

where \( \mu_\epsilon \) and \( \lambda^h_s \) are the Lagrange multipliers of link \( \epsilon \) and service instance \( s \) at NFV node \( h \), respectively. The Lagrange multipliers are also known as shadow prices, due to their association to the optimal rates of each flow:

\[
x^*_f = \frac{w_f}{\sum_{\epsilon \in \mathcal{E}} \mu_\epsilon a_{\epsilon,f} + \sum_{h \in \mathcal{H}} \sum_{s \in \mathcal{F}} \lambda^h_s d^h_s}
\]

(6.2)

where weight \( w_f \) is perceived as the budget that flow \( f \) is willing to pay for its rate, while the denominator is the cost imposed to the flow in order to use the resources along its path. In that sense, each Lagrange multiplier can be considered as the price of a particular resource, leading us to the following definition about communication and service cost.

**Definition 6.** The communication cost between two switches, \( v_i, v_j \in \mathcal{V} \), is the sum of on-path link shadow prices \( \mu_{v_i,v_j} = \sum_{\epsilon \in \mathcal{E}_{v_i,v_j}} \mu_\epsilon \), where \( \mathcal{E}_{v_i,v_j} \) is the shortest path between switches \( v_i \) and \( v_j \); while the service cost of an instance \( s \) at NFV node \( h \) is the shadow price \( \lambda^h_s \).
Note that the service and communication costs are kept in the forwarding tables of the NFIs, i.e., the decision making nodes, and are updated periodically by the SDN controller after being estimated by the Market Orchestrator (see Fig. 6.1).

Shadow prices are indicative of the workload at a particular resource, complying to (A1). In fact, from (6.2), we derive that the value of a shadow price, $\lambda$, defines the maximum possible rate that flows using that resource can achieve, $w_f/\lambda$. Based on the maximum achievable flow rate we can define the efficiency of a NFI as a range of shadow prices.

**Definition 7.** The Market Orchestrator determines the load of a NFI by a shadow price range $[\lambda, \bar{\lambda}]$, where if a service cost, $\lambda^h_s$, is less (more) than $\lambda$ ($\bar{\lambda}$), the NFI is considered under-utilised (over-utilised), respectively.

Given the shadow price range $[\lambda, \bar{\lambda}]$, the Market Orchestrator tries to maintain the minimum required number of instances per service type ($P_2$) by: i) terminating instances that are underutilised and ii) allowing for more NFIs whose existing instances are over-utilised (see Section 6.3.3).

### 6.3.2 Flow Steering and Redirection

**Flow Steering**

Given the placement of NFIs and their respective shadow-prices, as determined by the Market Orchestrator, DRENCH’s flow steering component is responsible for steering each new incoming flow towards the chain of required NFs. The flow steering component tries to route each flow through the chain that imposes the lowest possible cost to the flow. However, determining the optimal end-to-end path of a flow through the SFC is a NP-complete problem [64]. DRENCH works on a hop-by-hop heuristic basis, picking each time the best next-hop NFI choice, in an effort to achieve instantaneous and adaptive steering decisions ($P_4$).

We illustrate DRENCH’s flow steering component through the following example. Assume that flow $f$ arrives at the network requiring the execution of service $s$ (or service chain $s_1/s_2/.../s_m$) before being delivered to destination $v_f$. Let $v_i$ be the switch that has to make a steering decision about $f$ and $\mathcal{H}_s \subseteq \mathcal{H}$ be the set of NFIs of service $s$. Then, the combined communication and service $s$ execution cost at $h \in \mathcal{H}_s$ is $C_{v_i,h}(s) = \mu_{v_i,h} + \lambda^h_s$. The flow steering component initially estimates the shortest path deviation overhead applied by steering flow $f$ to instance $h$ in terms of hops, i.e., $\Delta P^f_{v_i,h} = |p_{v_i,h}| + |p_{h,v_f}| - |p_{v_i,v_f}|$, before weighting the deviation by an off-path penalty factor $\rho$. Therefore, the estimated cost applied to the flow for executing service $s$ at NFI of $h$ is $C^f_{v_i,h}(s) = C_{v_i,h}(s) + \rho \Delta P^f_{v_i,h}$. Then, $v_i$ selects the next service instance $s$ of $f$ that minimises $C^f_{v_i,h}(s)$:

$$h^* = \arg\min_{h \in \mathcal{H}_s} C^f_{v_i,h}(s) \quad (6.3)$$

1It follows that the shadow prices are positive when a resource is totally utilised and 0 otherwise. To introduce a minimum workload to the resources that are not saturated, we add a set of dummy flows into $\mathcal{F}$ when solving (6.1).
In Eq. (6.3) the off-path penalty factor, $\rho$, dis-incentivises node $v_i$ from sending flow $f$ away from its shortest path towards $v_f$. Eq. (6.3) applies on a hop-by-hop basis, that is, it is calculated at each NFV node responsible for forwarding flow $f$ towards the next instance in its chain.

Lastly, upon making a steering decision, switch $v_i$ informs the SDN controller that flow $f$ is forwarded towards $h^*$ to execute service $s$. At the same time, the SDN controller is setting up paths towards NFIs and/or egress nodes as necessary.

Flow Redirection of Stateless and Stateful flows

The cost of a service instance might change dramatically throughout the duration of a flow, rendering previous flow steering decisions outdated. Therefore, redirection of existing flows is necessary in order to keep the expenditure of existing flows at low levels ($P_3$-$P_4$) and avoid routing through overutilised instances ($P_1$). We realise flow redirection as follows: if the cost difference between two instances of $s$ at $h$ and $h'$, as seen by switch $v_i$, is bigger than a redirection threshold, $\theta_{rd}$, $C_{v_i,h}(s) - C_{v_i,h'}(s) > \theta_{rd}$, switch $v_i$ repeats the flow steering process for a portion of flows that $v_i$ currently forwards to $h$. The redirection threshold is set to $\theta_{rd} = \bar{\lambda} - \lambda$.

Rerouting of stateful flows to dynamically instantiated services for improving load balancing is usually complex and costly. For instance, solutions such as Split/Merge [155], pause ongoing flows in order to transfer internal NF and forwarding states. In DRENCH, we leverage the approach in Split/Merge [155], to pause ongoing flows and transfer the internal state of the involved network functions. To identify service instances, we assume the underlying deployment of a Information Centric Networking (ICN) construct which is proven to be beneficial in terms of providing flexible routing, and reducing the routing states at the switches [31].

6.3.3 Instantiation

In DRENCH, NFV nodes autonomously provide NFs in an effort to maximise their profit, in terms of shadow prices (i.e., the cost to execute a NF). In particular, let $S_h$ be the set of NFIs at some NFV node $h$, then the profit of $h$ in terms of shadow prices, $\lambda_h^h$, can be estimated, as:

$$P_h = \sum_{s \in S_h} \lambda_h^h$$  \hspace{1cm} (6.4)

DRENCH NFI instantiation/consolidation scheme defines how service demand and NFI shadow prices affect the individual NFV node decisions to manage the number of service instances. Through competitiveness, NFV nodes achieve responsiveness to NF demand changes, while the market orchestrator ensures market efficiency, as we explain next.

NFV Node Competitiveness

Let the shadow price of an NFI $s$ at NFV node $h'$ be $\lambda'$. We are interested in estimating the competitive price of a potential NFI $s$ at an NFV node $h$, $h \neq h'$, with respect to $\lambda'$.

**Definition 8.** The shadow price of NFI $s$ at $h$ is competitive to the price of NFI $s$ at $h'$, $\lambda'$, when the flow steering component has a preference, or is indifferent, of steering new flows at $s$ of $h$. 

Then, let $\mu$ be the communication cost, between NFV node $h'$ and $h$ that are $\Delta p$ hops away, and $f$ be a new flow that is about to get steered at NFI $s$ of NFV node $h'$. Then according to DRENCH’s flow steering component, the minimum competitive price of $s$ at NFV node $h$ for flow $f$, would be equal to $\tilde{\lambda}_{off} = [\lambda' - \mu - \rho \Delta p]^+$, where $\rho$ is the off-path penalty factor.\(^2\) The off-path penalty factor is taken into account as in the worst case that flow $f$ will have to deviate by $\Delta p$ hops to reach node $h$ from $h'$. This acts as a disincentive for a node to forward traffic to nodes that are far off from the flow’s shortest path. On the other hand, in the best case, that flow $f$ is forwarded to NFV node $h'$ via NFV node $h$, meaning that $h$ is already on the path of flow $f$ and additional hops are not required, the minimum competitive price at $s$ for flow $f$ is $\tilde{\lambda}_{on} = \lambda' + \mu$.

The expected competitive price of NFI $s$ at $h$ with respect to the corresponding NFI price at $h'$, $\lambda'$, will be a value between $(\tilde{\lambda}_{off}, \tilde{\lambda}_{on})$. Let $y$ be the total amount of traffic with competitive price $\tilde{\lambda}_{on}$. Then $y$ can be considered as the local information of the competitive NFI demand at NFV $h$ that accounts for the utilization percentage $d_s y / b_{h'}$. Here, $d_s$ is the computational power required by the service of NFI $s$ for processing a single bit of traffic and $b_{h'}$ is the fixed computational resources that are allocated to NFI $s$ at $h'$. Then, the expected competitive price is estimated as:

$$\tilde{\lambda} = (d_s y / b_{h'}) \tilde{\lambda}_{on} + (1 - d_s y / b_{h'}) \tilde{\lambda}_{off}$$  (6.5)

### NFI Instantiation

As long as a NFI shadow price, $\lambda$, executing a service at NFV node $h$, is lower than the maximum target price, $\bar{\lambda} < \lambda$, this service is not considered over-utilised and an instantiation of an additional NFI of the same service at $h$ is prohibited (see also Definition 2). On the other hand, if $\lambda > \bar{\lambda}$, the Market Orchestrator limits the number of NFIs that can be created by competing the NFI with service cost $\lambda$ to $\lfloor \lambda / \bar{\lambda} \rfloor$. Therefore, given the set of allowed services for instantiation at each NFV node $h$, $h$ estimates the expected competitive prices of every NFI. Then, moving from the highest to the lowest competitive price, the NFV node instantiates the service associated with the price $\tilde{\lambda}$ as long as i) it is expected that the instance will not be under-utilised, $\tilde{\lambda} > \underline{\lambda}$, and ii) the Market Orchestrator maximum number of instances allows it, respecting properties (P1), (P2), and (P4).

### NFI Consolidation

If the price of an instance is below the minimum target shadow price, $\underline{\lambda}$, the NFV node consolidates this instance (P2). When there is a service availability requirement, the market orchestrator can hinder the consolidation of the last instance of that service.

### 6.4 DRENCH Evaluation

In this section, we evaluate DRENCH’s performance in terms of i) Path Deviations, in number of hops, and ii) Flow Completion Time (FCT), in seconds required to complete the transmission of a
flow. In detail, we investigate the impact of DRENCH’s control parameters on the trade-off between path deviation and FCT over an ISP topology, before proceeding to the comparison of DRENCH against a customised semi-distributed NFV management approach. We implement DRENCH on a python-based discrete event simulator using SimPy.\(^4\)

### 6.4.1 DRENCH Experimental Setup

We deploy DRENCH over the Rocketfuel AS-1755 (Ebone in Europe) topology.\(^5\) In this ISP topology, we define 27 hosts that send/receive flows and 57 nodes that are capable of supporting a NFI that can process up to 1.5 Million packets per second, equivalent to 1 Gbps of traffic.\(^6\) Furthermore, in order to capture DRENCH’s adaptiveness in the case of burst traffic conditions, we model the traffic as elephant flows of 10 megabytes generated at the rate of 100 flows per second. We evaluate DRENCH’s performance over a period of 10 minutes while we generate flows only for the first 5 minutes, i.e., in total we generate 30,000 flows. Lastly, based on [178] we setup a service function chain of 2 distinct Network Functions while in total we consider 8 NFs selected in distinct pairs with equal probability, i.e., \(\mathcal{S} = \{\text{A,B,C,D,E,F,G,H}\}\) where a service chain has equal chances to be either AB, CD, EF, or GH. Initially, each network function has a single instance that we place at the topology starting from the nodes with the highest betweenness centrality, i.e., the higher the number of shortest paths passing from a node, the higher its centrality is in order to impose a low

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival rate</td>
<td>100 flows per second</td>
</tr>
<tr>
<td>Off-path penalty, (\rho)</td>
<td>0.3</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>0.1</td>
</tr>
<tr>
<td>(\bar{\lambda})</td>
<td>0.3</td>
</tr>
<tr>
<td>Flow size</td>
<td>10 Mbytes</td>
</tr>
<tr>
<td>Stateful NFIs, No Redirects</td>
<td>True</td>
</tr>
<tr>
<td>NFIs processing capability</td>
<td>1 Gbps</td>
</tr>
<tr>
<td>Initial number of NFIs per service</td>
<td>1</td>
</tr>
<tr>
<td>Maximum number of NFIs in the Network</td>
<td>57</td>
</tr>
<tr>
<td>Service Chain Length</td>
<td>2</td>
</tr>
<tr>
<td>Total Number of Services</td>
<td>8</td>
</tr>
<tr>
<td>Flow Generation Interval</td>
<td>5 minutes</td>
</tr>
<tr>
<td>Experiment Duration</td>
<td>10 minutes</td>
</tr>
</tbody>
</table>

Table 6.2: DRENCH Default Evaluation Setting

\(^4\)http://simpy.readthedocs.io/en/latest/


\(^6\)Assuming an Intel Xeon Processor E5-2600 Family Core 1C@1.3 GHz.\(^7\)
path deviation in case that there is no need for additional instances. The default evaluation setting is presented in Table 6.2.

### 6.4.2 DRENCH’s Parametrisation

**Shadow Prices Range**

First of all, we study the impact of minimum and maximum shadow prices on DRENCH’s performance. Specifically, since we are interested in evaluating only the influence of price parameters we set the off-path penalty factor equal to 0. In Fig. 6.2 we plot the tradeoff between the FCT and path deviation as the maximum shadow price increases for two different minimum shadow prices, namely $\lambda = 0.1$ (Fig. 6.2a) and $\lambda = 0.3$ (Fig. 6.2b). An increase of $\lambda$ is equivalent to 

1. higher permitted utilisation of existing NFIs, and
2. conservative instantiation of new NFs. In other words, the minimum target processing rate for each flow decreases while the number of NFIs that are allowed to be instantiated, as a response to an over-utilised NFI, declines. That is, a higher maximum shadow price, $\lambda$ leads to increased FCTs, due to the lower allowed processing rate per flow, and reduced average path deviations, since the newly instantiated NFs are starting by occupying nodes of higher centrality and their allowed instances limitation eventually imposes a lower path deviation, as depicted in Fig. 6.2 for both prices of $\lambda$.

On the other hand, a higher minimum shadow price, $\tilde{\lambda}$, decreases the maximum permitted processing rate for each flow while keeping the utilisation of NFIs to higher levels. Overall, by increasing both the minimum and maximum allowed shadow prices, the average path deviation decreases at the expense of FCT that rises, as we see in Figs 6.2a-6.2b. The exact setting of $\lambda$ is up to the network operator. If demand is low, then more instances should be allowed to reduce the average FCTs. On the other hand, during high demand periods, the operator might have to compromise on individual FCT, in order to fully utilise the existing NFIs and eventually serve more flows overall. We set $\tilde{\lambda} = 0.1$ and $\lambda = 0.3$ for defining the interval of ideal NFI utilisation as the
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**Figure 6.3: Off-path penalty factor, \( \rho \), impact**

combination that achieves the lowest FCT.

**Off-path Penalty**

In the context of service chaining, flows deviate from their shortest path in order to be served by NFIs. In DRENCH, the off-path penalty factor, \( \rho \), controls the tradeoff between the shortest path deviation and FCT, by trading the overhead of path deviation for less utilised NFIs, as Figs. 6.3 indicates. In more detail, the FCT increases function of off-path penalty, \( \rho \), since flows prefer to get served by a more congested NFI, *i.e.*, with a higher service price, than deviating from their shortest path. Specifically, by setting the off-path penalty factor equal to 0 we always steer the incoming flows through the least utilised NFIs without considering the aspect of path deviation, resulting in 12.5 hops of path deviation in our setting. Interestingly although expectedly, by slightly increasing the off-path penalty factor to 0.1 we achieve a much lower path deviation, *i.e.*, 7.5 hops, without degrading the FCT, compared to the one achieved for \( \rho = 0 \); this result is indicative of the off-path factor importance in flow steering decisions.

The exact setting of the \( \rho \) factor is up to the network operator. During low-demand periods where links are generally less utilised, or for bulk traffic where latency is not important, *e.g.*, software updates, operators might choose a lower value to improve the involved FCT since the extra path deviation is not degrading the network performance for no-latency-sensitive flows. On the other hand, during periods of high demand and/or latency sensitive traffic (related to LLAs), path deviation should be kept to lower levels even if this increases the individual FCTs. As a default value, we select \( \rho = 0.3 \) since it achieves a fair balance of FCT and path deviation.
Next, we compare DRENCH against the state-of-the-art in distributed NFV management and service function chaining. Specifically, since DRENCH is the first framework that tackles both problems, we have to combine 2 separate frameworks namely i) E2 [142], that is specialised in instantiating/consolidating NFI's, and ii) SIMPLE [153], which performs flow steering based on the workload of each service function chain. Specifically, E2 has been designed for deployment into data centres and its NFV management strategy involves the instantiation of a new network function, in response to an over-utilisation signal, to the closest possible available location, i.e., NFV node with spare capacity. On the other hand, SIMPLE aims to minimise the maximum VNF load across the network by solving a linear program which determines the fraction of traffic forwarded to each preselected SFC. We refer to the combined approach where the NFV management takes places according to E2, while the flow steering decisions are managed by SIMPLE as E2+S. E2+S relies on $\lambda$ and $\bar{\lambda}$ for the signalling of over- and under-utilised NFI's that again are becoming available by the market orchestrator, although E2+S is based on the assumption that the NFV nodes belong to a single entity, i.e., they do not compete with each other.

In Fig. 6.4 we compare DRENCH for different off-path penalty factors, i.e., $\rho \in \{0.0, 0.3, 4.8\}$, against E2+S for service chain lengths of 1 (Fig. 6.4a) and 2 (Fig. 6.4b). For a service chain of a single service, E2+S is outperformed by DRENCH for $\rho = 0.3$ and $\rho = 4.8$ both in terms of FCT and path deviations. However, for $\rho = 0.0$ DRENCH is worse than E2+S by 30% in path deviation although it has a lower FCT by 10 seconds. On the other hand, for a service chain length of 2 services E2+S returns a fairly low path deviation that is 50% smaller than the corresponding one of DRENCH for $\rho = 0.0$, at the cost of FCT, that is more than 400% greater than DRENCH for $\rho = 0.0$. However, DRENCH outperforms E2+S for $\rho = 4.8$ where it achieves half of the FCT, i.e., 80 seconds instead of 170, at the same path deviation overhead, i.e., almost 6 extra number of hops.
6.5 Conclusion

Network Function Virtualisation evolves middlebox architectures to virtual enabling the deployment of network functions on top of commercial of-the-self hardware. That is, network functions can change their functionalities as well as structure according to traffic demand. In this chapter, we investigated the deployment of virtual network functions over INCRs in arbitrary topologies. This is a promising research direction that guarantees LLAs’ smooth operation by assuring the support of VNFs at the edge and middle-tier locations of the network.

We proposed DRENCH, a semi-distributed resource management framework for NFV-based service function chaining, which operates in the context of a regulated market. In detail, a market orchestrator associates each active NFI to a price that reflects its workload levels. After that, NFV nodes compete with each other for hosting the most profitable NFIs, in a distributed way, while they are also responsible for taking flow steering decisions. Our evaluation indicates DRENCH’s capability in capturing the tradeoff of FCT and path deviation.
Chapter 7

Conclusions and Future Research Directions

7.1 Summary

Current practices in deploying network applications’ involve the provisioning of computing resources into distant data centres. That said, an increasing number of Low Latency Applications, defined as the network applications that require much lower response times than the ones supported by the data centres, render typical provisioning approaches unfit for purpose. At the same time, there is consensus about the deployment of computing resources in middle-tier locations and the edge of the network. In this thesis, we argued about the provisioning of Low Latency Applications over In-Network Computing Resources, deployed closer to the end users, that can improve the QoS of LLAs by supporting lower round trip times. Specifically, we investigated the deployment of Low Latency Applications over third-party In-Network Computing Resources. Along these lines, we developed a set of frameworks for enabling LLAs over INCRs under different connectivity scenarios as we summarise next.

First of all, in Chapter 3, we presented a quality assessment framework for streaming applications under disrupted connectivity. Our framework contributes to crowdsourcing-based applications’ delivery, in the absence of connectivity, by quantifying the performance of different application parameters’ configuration (e.g., number of streaming channels, battery consumption preferences etc.) in different connectivity settings (e.g., pattern of disconnection intervals). In the particular case, a streaming application provider can compare different configuration options in order to improve her performance. The framework’s usage as a feasibility tool was demonstrated in the realistic setting of urban railway networks where, by analysing real commuter traces, we quantified the gain of downloading content collaboratively, in terms of undisrupted playback time, for dealing with connectivity disruptions caused by the trains’ movement between stations.

After that, in Chapter 4 we introduced Edge-MAP, a market based mechanism for provisioning LLAs over INCRs for mobile users. Edge-MAP contributes in presenting the first auction-based LLA provisioning mechanism that relies on cellular-based markets with respect to end users’ mobility. At a micro-level, Edge-MAP leverages Vickrey-English-Dutch auctions to map mobile users’
requests, at each cellular market, to offered VMs in a robust way. At a macro-level, Edge-MAP fosters competition among the providers of INCRs by enabling a feedback mechanism with respect to profit opportunities on different markets. Edge-MAP is unique in its design and, to the best of our knowledge, it is the first to exploit the gains of Vickrey-English-Dutch auctions in environments where demand and supply conditions evolve over time. We demonstrated Edge-MAP’s design choices on realistic vehicular traces that we considered as mobile users.

In Chapter 5, we proposed FogSpot as another market mechanism for provisioning LLAs over INCRs but this time under fixed connectivity conditions. FogSpot is designed to take into account the provisioning of heavily stateful LLAs, that once instantiated for serving a user, they cannot be disrupted and migrate to another INCR without failing. In FogSpot, INCRs offer their available VMs via collocated markets that interact with forwarded users’ application requests in real time. FogSpot associates each cloudlet with a spot price based on the applications requests’ rates. FogSpot is the first proposed charging mechanism for on-path, on-demand, LLA provisioning over INCRs.

In Chapter 6, we designed a semi-distributed resource management framework for NFV based service function chaining, i.e., DRENCH, that is designed to be applied on arbitrary network topologies, as opposed to data centres’ fat-tree ones. DRENCH operates in the context of a regulated market that associates each NFI to a price that is representative of its workload. After that, the NFV nodes, i.e., the INCRs that are capable of supporting virtual network functions, instantiate and consolidate NFIs through competition. DRENCH contributes uniquely in enabling NFV over arbitrary topologies that consist of third-party INCRs in an economic context. These facts render DRENCH ideal for managing Virtual Network Functions that complement the deployments of LLAs.

In summary, this thesis investigated the management of INCRs for supporting LLAs from a multitude of viewpoints. Our ultimate goal was to provide the mechanisms for provisioning LLAs in an economic context that compensates, and therefore incentives, the participation of INCRs. We consider the presented solutions as the most promising research direction for deploying LLAs since they are i) immediately applicable, i.e., can be applied on existing resources, ii) incrementally deployable, i.e., INCRs’ infrastructure can be expanded over time and iii) sustainable, since INCRs can continue being used as an infrastructure for deploying LLAs only if the application provisioning mechanisms operate in an economic context that compensates them.

7.2 Future Work

The presented work of this thesis is setting the foundations of the future Internet as a platform for accessing applications in a seamless, ubiquitous, and network-performance-aware way. This ultimate vision involves both users and machines equipped with multiple devices that remain seamlessly connected to a plethora of diverse applications, with diverse requirements, in smart environments. However, such a vision requires the ubiquitous deployment of an alternative computing infrastructure that remains accessible under different connectivity scenarios. Unfortunately, the cost of such
an universal infrastructure is prohibitive, while the absence of such an infrastructure inhibits the development of applications that otherwise would contribute to the proliferation of automotive and IoT domains; as a result, the Internet’s role as a platform that brings together users and applications is currently undermined.

This thesis investigates the promising direction of forming the required alternative computing infrastructure by exploiting existing in-network computing resources. In particular, we argue about the importance of INCRs’ incentivisation that eventually will lead to the expansion of resources, given their appropriate compensation/profit generation. We envision that the sufficient deployment of INCRs will be followed by the rapid development of the next generation of low latency applications, that currently cannot be supported by the typical “client-to-cloud” network model. Then in an context where INCRs and LLAs exist in abundance, potential research directions include but are not limited to the practical aspects of i) secure and efficient delivery of applications, involving the technically details of delivering verified application images to INCRs, ii) users’ privacy, addressing the challenges of protecting users’ sensitive data when connected to third-party INCRs, iii) safe compensation of INCRs, concerning the technical details of INCRs’ compensation mechanisms, and iv) interoperability of different LLA delivery systems, that addresses the problem of users’ seamless engagement and transition from one connectivity context to another.

Next we enumerate potential immediate research directions of the work presented in this thesis.

7.2.1 LLA Deployment under Disrupted Connectivity Conditions
Given the quality assessment framework, presented in Chapter 3 as a feasibility tool of crowdsourcing media delivery in urban railway networks, future work could investigate practical aspects of content delivery. To begin with, the quality assessment framework can be used at the core of a chunk scheduler, which decides who receives each chunk and when she shares it with the rest of the group, with the goal of optimising the delivery of the content. In fact, given the performance of a chunk scheduler the framework would be capable of recommending content according to the predicted quality of delivery, e.g., if you join content A you will not experience any disruptions as apposed to content B which supported quality is poor. Such a chunk scheduler and quality delivery predictor can be combined to incorporate the monetary compensation of a user, i.e., indirect incentives, for sharing successfully a chunk with the rest of the group. Finally, this work could be extended to include stochastic connectivity disruptions in more general settings, since in our current model the periods of disconnection are known, by also considering the assistance of the edge computing infrastructure [212, 213], e.g., optimise the caching of content into edge computing resources along the journey of a group of commuters.

7.2.2 LLA Deployment under Mobile and Fixed Connectivity Conditions
Regarding LLA provisioning mechanisms, like the Edge-MAP and FogSpot as described in Chapters 4 and 5 respectively, future efforts should be directed in supporting diverse applications in an
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unified way. As a first step, a rigorous study should be performed with respect to the conditions under which different provisioning approaches could be combined in a unified provisioning framework. After that, the research efforts should be focused on the problem of offering different types of VMs, at each market, with emphasis to INCRs’ strategies for profit maximisation, when allocating their raw resources (like CPUs, storage, etc.) in different quantities for each VM. In that way, applications with different computing requirements could be supported. Another important aspect that requires investigation is related to multi-user applications, e.g., cloud gaming, where the QoS gain of LLAs is affected by the overall experience of a group of users. Specifically, in the context of multi-user applications, new market mechanisms have to be developed for addressing the challenges of the joint bidding for resources in an efficient way. Lastly, in practical aspects of provisioning mechanisms, minimising the distribution overhead of application boot images, in a secure way, and implementing a realistic bidding mechanism for resources, by technologies that address trust issues like blockchain [181], create a promising research direction.

7.2.3 Complementary VNFs for LLAs

The deployment of VNFs for enhancing the LLAs performance over arbitrary topologies, as described in Chapter 6, is an interesting, pristine, and challenging problem that requires further investigation. In particular, frameworks developed with the purpose of handling virtual network functions, as response to LLA instances provisioning, should set as priority the fine-grained flow handling of LLA connections. The means of achieving such a goal in a cost-efficient way, i.e., by occupying the least possible computing resources, require the design of a responsive framework that will react instantly to new LLA connections. Along these lines, an initial point could be the rigorous parametrisation of NFV nodes in the context of a regulated market, like in DRENCH, with the assistance of machine learning tools. Ideally, VNF management frameworks should be included as components of the LLAs’ deployment market mechanisms.
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